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A methed of Sefining structural information in Hilbert space is described. Instead of commencing oia
. \beary amslysis with & slsvple signal amd progressieg to an n -dimeénsional isformatiog space, EI E
P procedife can be followed: the signald is defined completely o both neal and i Vpuces _,
b 4l ; represented a8 & dimensbonless oumber i Hilbert space, Thus, & signal can be anslyzed jng o Hil ] Sy’
v Pk messure of information. This messure has similarities (o tbe reletvity of slates of Everett's (1557) peree. o=
e of guanism mechenics involving observer —observed interdction. Wherens Everen's theary di::h -
patality of all possible ways in which a stéte function cam be decosnpoied il the ssm of '?'E."_
L functions foe subsystems of the overall system, the theory presented here deabs with the tataling ufmﬂ! o, ;
W R s which & Hilbert space meesure of signsl stale can be decompesed by signal definiticn inso peci L
- o mesauges of ihe staie for subsyatems of the overall systeim, [n the overall s¥y3lem prosentced h‘“‘-“ﬂﬂlh 1 I_
: . a concise fepresentasion evther as o quadrets form oo & Hilbert space, or 2a a Fourier cocMiciests i s .
o ST, TS function space, The total information content of u signal qualified s & dimeasioaless aumber in Hillon o o
may be gives & representation in familiss usiss by the use of such methods. A primery postulssg of e ‘|
m;'_- . mechanics is olbeyed in that all physically relevant information sbout & syatem is derivable fom e fnee -
‘.i al the siate function of e system. Thus, & signal is defined firrly w3 mn [edormation g : *
ol wecondly in the fumiliar units of frequescy, bandwidth, midperiod. and durativa. o
R g '
g‘:- iy Subject Classification: 15.2 i
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vt L INTRODUCTION - (Rink, 1970). Presently, there is an gh 5
ekl gy TN ] 4
T, The loppn—an elementary signal or  structural Jﬂl:-hd nm:ﬁ:ﬂi‘::ﬂ:;]li ["’EEL:‘:" “"cgﬂﬂ
i 4 “guantum" of information measurement—is defined ity o S1S Cocy'agy -
L, e gl : ; Békésy, 1965). This paper will treat only
¥ (Stewart, 1931; Kock, 1935; Gabor, 1946, Kharkevich, i freed R, T &
1960 Brillowin, 1962 Pimonow, 1962 ; Barrett, 1971) as o Ofr. cRSE, DUL anolier comimime o=
1972k} points out some interesting =

Af-Ad=i {1} more than one degree of freedom T

. . _ _ specific mathematics required to unds

where Af is the "effective” signal bandwidth and & Lo -banics will not be provided | i
i the “eflective” signal duration. Such o uAIL A0 thegre with which such 2 system muskRy

define certain nspects of the oscillatory respomse of any Before commencing

system of one mechanical or structurnl degree of free~  jpinrmation theoty terms, it is frst o
dom, with a second degree of freedom given by the  phagize that the information theary &
duration of its response considersd as a signal One  concecned with information structure BERL
illustration is that a reed responding to an clectrical  Shapnon thesrv, which is a related bufg
signal has one mechanical degree of freedom with o (Bacrerr, 1972d). Secondly, the definis
response defined by solutions of the homogenous equa-  torme of bandwidth, de
tin. (Corliss, 1963). midperiod requires four distinct uaits
and not two (Barretr, 1972c). The
statement are as follows. -
The definition of an information
restitution, and ¢ the mechanical coordinate with one  only two parameters—signal bandwidt
casts doubt on the elegance of the U
signal by circular functions in the ©
instance, if a signal is defined by 8 cIC8
together with statements concefiRg FLe
involved. For example, the central nervous system and bandwidth—one i confined ;

(CNS), viewed as an information conveying system, which is adequate enough E-:-pl- ','““t. 1
methomls for signal redefimition @

Other writers (cf. Gabor, 194-&:'1 hi‘!l:'
the Fourier methods require infinite

in Eq. 2), and has at least four degrees of [reedom  logon definition bas shortcomings, 84

Mi+De+ibz=0, (2

where M is inertin, D dissipation, & the coefficient of

degree of [reedom.

More complex svalems present problems in relating
the elementary signal to the structurnl sysiem con-
sidered, as more structurzl degrees of freedom are

haz more than one degree of freedom, The sensory
receptor of the auditory system behaves with continu-
ously varying coefficients {equivalent to &, D, and &
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ation, but does not reference in one
ne: (a) the center frequency of the
d in cycles/second or hertz); (b) the
 gignal {measured in seconds/cycle), or
variance of energy dispersion in the
S5  is equivalent or different from that
e i Thus, neither circular functions nor
B ger & complete definition of the signal.
Fonartin pactions does mot define the concept of a
:E pFmerely expresses the values of a signal in
i nalria. For signal definition, a set of funcu-:nn's.
malatas but coefficients are necessary in vector
wilh by ek

h':':‘:: "".;'ur_ against the conventional use of
¥ pelried y 18 that Fourer's theorem treats time
il i pum of, 1946, 1947a, 194970, 1953). The use
—— tidns appears based on, for our purposes,
by atism. Their usefulness lies in the
:..T;Iel: defining a signal in circular function form
vare, wad ereat to the [requency domain; ie.,
thoe s presupposed, a circular function has an
_ n;u_ the frequency domain. It is common
t ggnal redefinition may be accomplished
ol transform. However, the presupposition
=8 s questionable and circular functions
oo restrictive a language for structural

FLIET ol o O

o bchavee o 8
il ‘L;Itlfl’- ha
cilibw glip sde L

Laniy wl e

.Im consider the nature of integral
aally the nature of the exponential
opential kernel may be defined as the
mportant functional equation {(Cauchy,

mplicines 3 PP, 139):
5 THAEY A
'.Illl.:ll.'r‘:-:l.lhj el ¥ ?r[ﬂ‘l"lﬂl =F)F (), 3)
e, Lt 1 ,'H_Bﬂ to thiz equation and & is complex

real part. As a kemel of an
anential provides a means for rede-
A &y domain defined by the exponent

ket ¥ wooa Bnd the integral operation. This is

gre and A lﬂ?—q. 3 i5 a function of a peculiar
| bt st hanction that defines the addition of
ctining o # maltiplication of a function as equiva-
pickired Hon by the exponential function used
imits o tegral transform provides an entrance
[hy © =48, Which is referenced by the variable
o _ the Expanential function, but which
'""’r-"‘tu.g;.-l"' =2 lﬂ!lmhiratm space. Grometri-

: .-a-l"" L Ve A bian
T 1 i ha g

18 performed on the signal,
Feferent Lo the second dewmain oF

TR e
e GmE 5 908 do have o referent Lo time and
y e b but an integral transform will be
ping > %08 defined only over one domain.
ol by B2 inlegral transform methods—
sl ;ru-'P‘:;, Al cofrectness exists—may,
n il -";LF‘  Th FM'}" impessible  signal
pave P? o
il o b Iﬂl:'ﬂjmi & nne of ber
il . . i number
“.,. a8 'h‘”. Bignal redefinition. Because cir-

5
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cular functions are popularly used for signal definition,
and are assumed to be of nbnite duration, the most
common domain in which to redefine a signal is the
frequency domain using the Fourter transform method,
Since information about the duration of the signal s
n::quirt:fl fnr ||:|E|:|n m]]ﬂ:h-ﬂl"l'l.i'l.[jl!ll'l. i EE.ruu['lru[ i.hf-;_a-n'na.-
tion theory is, perhaps, more easily approached with
other methods,

More concise methods imvolve a complete signal
definition that refers to four observables: the natural
or midperiod of the signal (&), the duration of the
signal (Af), the center or mudirequency of the signal
[fo), and the sipnal bandwidth (&), Cuantibcation of
the signal in these dimengions involves diferent units:
seconds/cvele for the midperied (fs), scconds for the
duration (&f), cycles/second or hertz for the midire
quency {fa), and cycles for the bandwidth (4} (Bar-
rett, 1972c). The midperiod (f) and the midirequency
(sl are defined over both the frequency and time
domains and are reciprocal measures of rate or succes-
sion involving seguesce spaces in the terms of functional
..'.LT.h'I.I_'.-'EiE. The duration I:El.l'} and the bandwidth [,'ﬁ._lfj
are defined separately, do mef mensure rate or succes-
sion, and invalve :I'::.I'egrﬂl'l'ﬂﬁ spaces (Maddox, 1970).

It may be necessary to defend the vsage of different
units for signal bandwidth ond midfrequency. Band-
width has no real representation in the time domain—
according 1o our analysis. Bandwidth, a number, refers
only ta the freguency domain, Association with circular
functions, which do refer to both the frequency and
time domains, may have obscured the singular nature
of signal bandwidth, The use of Fourier methods intro-
duces a circular function redefaition in the frequency
dormain in which signal bandwidih may also be defined,
aned lhtl‘t'b_'p may conpenl the faer that no I:n:rr'.p-u:lr.'l.l
referent exists for a bandwidth variable.

An :!;arnpl: may be of use: o bandwidth of, say, 20
cycles, is not a rate, 1.e., the units should not be hertz,
as the upper and lower bounds of the bandwidth may
refer to 180 and 200 hertz or 1180=1200 hertz, or any
other numbers with a diference of 20, [v ks, therefore,
necessary to know the average or midirequency { ) of
the signal before the upper and lower bounds of the
I:-.:mjwsl_:llh fm:a,sun:d in hi’:rlt:l CiLh s j:-.i'men HY Fa-rbc:i:n:
sipnificance. According to this conception, bandwidth
15 only indirectly equal to the upper signal frequency
passed minus the lower signal frequency passed. [t
may be overemphasizing o point out that the result of
such o subtraction is not mexsured, therefore, in hertz.
Bandwidth quantifies a physical occurrence that is
neither a rate nor a speed,

I ARGUMENT

From this separation of units defining a signal, our
goal of & more concise, U not “truer,"” signal analysis
may be pursued, to account for the disparnte natuee of
information defned aver an mtegeation space and that
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Fiz. | The elementary signal detned by the conditfons—
Af-at= and fi-ly=§=—L(z) in the notation of this Bgure—mn
the first in 2 senes of modubitbene aed may also madulate diBerent
functines. Here are shown elementory signals with amplituds
medulations Dilz) and Dyirl. Ia the st of each thres the modu-
lated signal is & sinuscédal funclion ;| in the second asd third the
_|_|-|-_,||1|_|;|;|.-.,;]|: el gl mged ﬂgnal i alwe Inequendy mnpdulaved —eikes
sscerdding or descending, The Frequency modulation is suck that
ﬂ _If._frlu +1) where af is change in frequency and o i8 center
EreguEngy Ll"rl:ll'ﬁ Barreet, 1974, p. 133 ]

defined over a sequence space. Reconciliation of the
twe spaces 18 provided by a Hilbert space rep-
reseniation,

The requirements for Eq. 1 may be obtained in the
tirme and frequency domains by the following dennitions
(Gabor, 1947

:I'{l':l === _ 12 n.lu: T'::"-J" = L PO il (4]
The ¢ in Eq. 4 is related to the duration and the band-
width of the signal:

Al= 'IEX:..'U=:.-"H'!r
V3 !

The expressions =<4 und grimle M=ol ppfpr ig the
sprta-:]. or r|1::|:|=:r£ir.||r| of signnl enerpy in the time and
frequency domains. But Af and 4 are only obliquely
referenced by these expressions, becouse 4¢ does no
equal {f—t)* and Af does not equal [f=fe)® This is
because—to reiterate our point—/, f fs, and fp are
variables of 0 sequence space measuring rates, and Af
and Af are variables of an integration space ol measur-

(5]

1973
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ing rates. The assocation® of (f.pfM
(f—fal® and Af arises becayse o Saiel
seconds/cvcle can be related gy ‘.{ LT
seconds, and, likewise, a m‘ﬂ““‘-ﬂlﬂit' :_-,:
(hertz) can be related 10 & mengy . =H
wibhout direct equalization, _,F't ‘h-*-
Given four observables of a signg) ;
reorganizing of nformational quanty”
Another bounding condition for ag
may be defined relaung the logieal 5
foand 4 oy
Sotam},

In effect, Eq. 6 amounts to ﬁ:ﬁng
En. 4 equal to unity, and an elemen
& four-dimensional measure in both

sequence spaces. Thereby, the -.-al-j“},ﬂ é

|r,|g|,:-|'| ﬁgnnl forma obtainnble 'I:],- the .r“'
formulation die ta variation in the value ol the
¢ no longer exists once information iy defineg

CLEMEMTARY SIGNALS
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Fic, 2. Elementary sgnals with amplitude s
amd [J:(z); otherwise as in Fig. 1. [From
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) ignals with amplitude modulatien Dyix];
*_g?i'-h-'ﬁ' L. [From Barrett, Il1a:;?1., i3 I.H'jl]

Herirl !

""l‘lﬂﬂq space but also sequence spaces. A four-
:rﬂlﬂ informational quantum has a rigidly de-
r h‘l for every minimum condition, such as those

P Vind 6 (. Figs. 1-4),

- definition of elementary signals in vector form

. Expresses values of o signal but provides an

X mzﬁ?. El:mml;ar_!,r 3EE,|1_:_'IE can be defined

FERD

g ,._:ﬁ-.l"'M-!-j_;l'.,-ﬂ:. in subspace MMy

g E ’_'_.-'ﬁ'f"'-“";l'fu'fl in subspace Nis.
L :
ﬂé‘mﬂ. two pairs of canonically conjugate
qw.tc“’-ﬂﬂ L and Hilbert, 1953, p. 211) are
i
s ALY B, (8)
. h:‘“ﬁtﬂﬁlu conjugation. A signal is defined
= Product ea® of two vestors x and ¥, with
;??WHM in the subspaces I8, and 9,
=4[ Al § fy- by bar W,
WS A= fyrty far T,
::‘H“Tﬂmgnnal unit vectors; & has the
and § (to o stationary
atless.? An inner product or Hilbert

{7}

()

STRUCTURAL INFORMATION THEORY

space 3¢ may be defined as
=T, - U {10}

The elementary signal definitions of Eq. 7 thus reduce
to a renl number. With Af &=} and fo =}, on" =},
If an arbitrary signal is redefined as a set of elementary
signals, then ce® 15 a real number measure of the signal’s
information struclire,

The procedure used in oblaining this simple signal
definition is the reverse of that normally used in in-
formation theory analyses. Usually, a signal is defined
as a simple circular function and the derivation pro-
ceeds until a complex information space definition
results. Here, a complex signal is debned (exactly),
and a simple information structure definition 13
obtained

[I. PRELIMINARY DISCUSSION

There are certain similarities in the procedure used
here to that of the “relative state™ lormulation of quan-

ELERIERTARY SIGHALS

:'i IXicoal !i"? ':.:'r .'

B it
£ L il T2EEE |

Fic. 4 Elementary signals with amplijude modulatan Dyiel;
oiherwise as in Fig, I. [From Harrest, 1971, p. 134. ]
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tum mechanics {Everett, 1957 ; Wheeler, 1957, DeWit,
1068), with the difference that the topic addressed
here 15 that of “relative measure” rather than a rela-
tive state.” However, il is instructive to npotice the
simlarities,

Everstt {1957) proposed a physical system completely
deseribable by n state function , which is an element of
Hilbert space and gives information speciiving the
probabilities of the results of various chservations that
can be made on the system by "external observers.”™
Eversit's concern with the imteraction of system and
observer is nol a primary concern of this paper, and [
have alse addressed the topic of the results of these
phservations rather than the means of obtaining them.
Everett thus addresses the problem of observer
observed interaction, but the underying physical
processes of his solution are similar,

Or short exposition of Evereit's theory conlinues:
a “relativity of states’ is postulated, namely, that with
any arbitrary chosen state for ohe subsvstem, there
will correspond a unigue relolive stale for the remainder
of the compasite svstem | the stales -:‘:-Cuupitd by the sukb-
aystems are not independent but correlated. Similarly,
[ have defined signals in subdomains (T,) linked by
the reciprocal relations of Eqs. 1 and 6. A signal defined
in one subdomain s @ “relative measure™ for the other
subdomain.

In the mew or "relafive slate’” lorasllame, this model -

socintes with an isolated system a state [unction that obeys

a linear wave |;~;|I.'|.|,I:i|H'.|. The |.|'I.E|'.Il.':p' deals with the usalin

of all possihle wais 18 which chig stace function can be de-

eomnpesed into the sum of products of state functions for

sipbaystims of the overall gyatem=—and nothing more
[Wheeler, 1957, p. 4463].

This paper, on the other hand, addresses the problem
of the totality of possible ways in which a measure of
state defined by a Hilbert space representation can be
decompased by signal definition into reciprocally re-
lated measures, thus defining the state for subsystems
of the overall system,

There is a need to conceptunlize 2 “relative measure”
definition of information in the NS5, Information is
registered in the CNS in an analog fashion and refects
the subdomain definitions presented hers, The fre-
quency domain is phvsically represented at the basilar
membrane and other stattons of the auditary pathway,
where o “lonotopic™ arranpement of nerve Bhbers exisis.
The time domain is in evidence in the synchronous
firing of auditory cells. Token as a volume, the four
observables of information measurement are apparent
in the CHS related to the four dimensions used in de-
fining the vectors X and y. The rotations or redefinitions
of axes obtained at the various stations in the N5
can be considered as follows: let o vector X, which is
not an elementary signal, be defined in elementary
sagnal terms by its expansion of coefficients C,, where
Ci=aF AT and Cy=Fy- Tp (AF, AT, Fp, and T are an
arbitrary signol's bandwidth, duratton, midirequency,

1096  Woleme 34 Humber & 1871
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and midperiod, respectively), Loy
nol an elementary signal, be defined
cocfhcients, 0, where D, =-"-"lF'|.'|.T

The base vectors for these eypans oI
E|:|5. 0. Define the :.'igr_.a_l 'T":':'-Dsj.n
conrdinates ¢y and a, W"‘E‘inﬂﬂhg M
Af-Af and fo-fa, and the mﬂfdillil.‘tu:
respanding to the components 5f'ﬂuﬂ,

a1 =1, but for simplicity of exposition 3"
notalin). Then: i T-“M'Iln L

where &, is Kronecker's symbol, The
these vectors in the CMNS can be describsd 5
By an orthogenal transformation, one olitaky ;
trandgformaiio from & complex Veckor
commplex veclor space R, a5 a nuppiq'_ -
R, =uch that 4

L lox40y) =aLr+gLly

identically, for all complex numbers, & 62
vectors x and ¥ in H. Furthermore, & lises boga
on o complex vector space H is a complet SirAl
tion « on H such that (Halmos, 1951) I,"_!',Fﬁ
L, :

elx+y) =elx)+ely) b
for every pair of vectors x and ¥ I'!_
homogeneous, ie.,

plax) =ae(x) .

for every complex number o and for
in H. The effect of a linear functioa U7
defined signal in the CN5 would be &G
rotation of axes—clearly a necessity *ﬁ
dimensional system eonveying information

Ta dehne o slgnrﬂ in 31 Epace, i-‘-lI E
or otk M0 und 9 subspaces, 3 GEAR
defined {Halmes, 1951, p. 12) on the,
space X as o complex valued function #f
product of 3 with itself, such




H
eh

or every X and ¥ in K, & i5 & linear

| Vo, 1 4 is a conjugate linear functional,

: R S gt e functional, there 5 associated a
Whmel i (Lusternik and Sobolev, 1961, p. 259)

:I_"" I""" - P i hilinear functional ¢ on a complex

..." :I II. j‘l—-u. sl brains 4 funfL'-ll:‘T-i - t|.'|_:: quadratic form
b “I.I,:rn: . II’ x by which ﬁ{1]=¢il|‘]- TﬂuEl the
i e = e renresenited ﬂgn,a,'l can be shown to be

wu have wage, .-.l,'u."-FEI 12-13):
i l-dix-n]
i agrkixiv)1=dl(x—iv)] (13

voml L - s - f
Fuatt (e Peciprocal relations of Eqs. 1 and 6 bounding
e mhfnf and y of Eq. 9, ¢(x,y)=¢"(y.x}. The
=1} H‘Hlﬂﬂmﬂ I:].l:ﬁl'lil:'lg thi Eig]'mll 15, therelore,
- wiamelrle over the four signal dimensions.
) T -ﬁﬁhur.mn need not be confined to an inner
chitins

bt Wpace. Consider the functional space whose
‘acthoas are defined on 4 finite interval, (,8), and for
B vk he Lebesgue integral exists and is finite. Then,
M e equbvalence classes of square integral functions

Wil .
The rechelinted ¢ Y B ; ) -:\-:E,:pm - .F':.-'I:_:'E[:}I.r.:. ':.1&}

PR i o=y ¥
1 |.|l.'5|.'r|||-" a 'I ':'.' L} _..'_-\.'-,'Z

b, one wliune 80 gL L RO =
vector s B 3 [Pty and | 1600 e
ipping J- o B A .
: -"h“" ﬂlt bar denotes complex conjugation,
+ALy ' __,['i‘l'hll:h these integrals exist is referred to
| 14 oY abdsligais (Dennery and Rrzywicki, 1967; Bach-
| aers, £ 'I'r_l'“ s | Nuridd, 1966); the L represents the name
| are: I'I":' ol ¥ l:;'“’ the subscript 2 indicates the integrability
[ ':':'_""-'1.'_'1 s ‘Hﬂu of each function representing a vectar
1951} W wpe @ Li(at). In the case we are interested in
. g.n_'.‘.‘?.',_dum will be X, ie., (XX).
+l¥l - L veclor wely(ob) approximated as a
dyin i, ant hhd.h:u.ﬁm“ sum of base vectors exlsab).
iy i ¥ectors correspond to the elements of
' 42y of Eq, 9; then
(2} e
d for pect ; ] '.:\::!'.1._;5.'} hE ﬁ?*\'Ei, fo= 1 T
ELTE{:'.IWHL e —-!m”‘"f . b=l %, un

'|-_|u|l:|| b EIE‘I:.\ M
| pecessity ™

il e, ity the property
¥ :||:|j':li"-":'I'I'u‘.I

| Epy=§, (18)
| : E . e
v B BEQ 1T are the Fourier coefficients
ELlTlﬂﬂcSSw ﬁ h ﬂ“ _hil-EE ey and ey,
1ECHANL N “ i 'wtﬂﬂ- satisfy the convergence
o™ e
T S & 1 . |
it
#s, A .!:..':-:' o L [wt|tc =, (19)
12) on thE
| funcrion® <0 g
such that ector in Hilbert space (Dennery
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and Erzywicki 1967, p. 197). Also, a vector in Hilbert
space whose components are treated as Fourier co-
efficients determines some vector in Ly{eb). The one-
to-one correspondence between the elements of the
Hilbert space and the function space Ly{ab) means that
the two spaces are isomorphic.

It s possible, therefore, to represent a signal by
both a quadratic form on the Hilbert space or as
Fourier coefficients in isomorphic function space. Each
Fouwrier coefficient would give o measure of the overall
system in the subaystems, ie, In this instance, two
subsysterns, and would correspond to the absolute
value of the vectors x and y. A basic principle of
quantum mechanics is thus obeyed; namely, all the
physically refevant information about a physical
system at a given instant of time is derivable from the
knowledge of the state function of the svatem.

IV. DISCUSSION

The analvsis of this paper is based on the notion of
the fundamental nature of the disiribution of energy to
forms of information. The wview that the amount of
energy transduced by the CHNS, equated with the
number of action potentials in a piven period, will
g'r.'l: & measure of [.J.:I the amount of information in the
sensory signal, or b} the amount by which a signal
nesds to be increased in order to be detected, has
found adherents {Fitzhugh, 1937; Barlow, 1962—in
visual physiotogy; McGill, 1967; Green anmd Swets,
1966, Chap. 8~—in audition and signal detection theory)
By the methods presented here, this interest 5 now
extended mto an analysiz of the forms in which the
fundarmental notion of energy can extst, e, how that
energy 15 distributed, The import of this paper in-
indicates further developments?: the succinct descrip-
ticn of the total information content of 2 signal and
its reduction to a =&t of numbers 1n Hilbert space im-
plies a description of the Hamiltonian of the system.
The resulting Hilbert space representation is related to
the overall energy distribution of the system under
consideration. Thus a development of this line of
reasoning {Barrett, 1971, 1973) follows the path taken
by Scheédinger with the important exception that
the “Hamiltonian™ describes energy distribution,
rather than absclute energy amounts. There is, of
course, no correspondence between the total energy in
a syatem and the complexity of its distribution. Yet
o measure of that complexicy is an infermation measure,

'l wm ming the word “sssociation™ 1o imply & relstion less
strong than equality.

e 5 discession of this propefly see Baraet {19722,

The reviewer of this paper brooght o my attention the paper
by I T, Wisthrop [“Propagation of Stroctursl Informstion in
Optical Wave Fields,” 1, Opt, Soc. Am. 61, 1530 (1971)
Winthrogp sddresses the wopie of struerurel informetion theory
end light.
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