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"Before the connectlen of thought and brain can be explaloed, it
must be stated in elementary form; amnd there are great difficuleies

aboue stacing 1. ... Many would fipnd rellef at this point in
celebrating the mystery of the unknowable and the "awe® which we should
fenal. ... It may be constitutional Infirmicy, buc I can take no comforc

in such devices far making a lusury of I[ntelleetwal defeat. ... Batter
live on the ragged sdge, batter gnaw the file forever!" (James, 1950 pp.
L77-179)

*... 1t is eneirely possible that we may learn about the cperations of
thinking by studying perception.® (Rock, 1983 p, 1)

I. Alms and Origins of che Theory

*There 15 good evidence Ffor the age-old belief that the brailan has
sopsthing te do with .., mind. Or, te use less dualistilc terms, when
behavieral phenomena are carved at thalr joince, thera will be sc@e
sanse in which the analysis will correspond to the way the brain ls put
together. ... In any case each cime there fs a new [dea In paychelegy.
it suggests a corresponding Lnsighe in neurophysiology, and vice wersa.
The: procedure of looking back and forth between the two flelds is net
only anclent amd honorable - Lt 1s always fum and occasionally useful.*®
{Hiller, et al., 1960 p. L96)

An Introducclion

The expleslon of daca ln the bebavisral and neural sclences has sads the
scudy of che correspondence between the way the brain 1s puer togsther
and the carving behavieral phenomena at thelr jJolots even more Ln-
erfiguing and rewarding than when the filrst of the above gquotations was
writcen. The blologlcal reots of behavier provide asvidence for how
experience becomes pn:und.. When these roots are I1gnoced, the
experientlial pbenomena guiding behavier are found te be so richly
seructursd, and carving san preocesd In sueh a mualelirtude af ways, that
the result has often bean a putely descriptlive phtnntrpli:ll solence In
which deseripclons constitute a cowsr of Babal. This Lls espacially true
of percepcion which of necessicy musc come co grips with che
simileanalcy, subjectiviey amd relative privacy of what is beling
exparienced.
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By constrast, as developad In this lescure, a neural systems
analysls of tha braln-behavier relacionship, which takes inte acceunc
-P[vu-tﬂuu:ihg levels, allows rhe perceptual exparisnce to be analyzed into
basle functlonal modules which are at the sase tise separable and
incerpenacrating.

Howewver, care needs to be maintained when the funccions of separate
neural systems are Ildemcified. It secems deceptively easy, but is
inadnissable, to completely identlfy neural system funcelon with
behawvioral system function, The =iscaks of |li'pp!.r|.5 into a category
ertor plagues all of physielegy. The funetfion of the lungs is readily
fdentified as cresplration; buc resplratory Functiens Lnclude theose of
red bleed cells and the membrane ewxchange of 0, and (O, as well as
the 1'..II'IE'I inspirltnrjrfuxpirntnqr {:.:,rclq.l which make the other aspects of
respiracion possible, The sedels cthat deseribe inspiratlonfexpiratiom by
the lungs are conslderably different from thoese descrlblng oxygen
transpoct by the hemoglobin of red bleoed cells.

The issues are the same when It comes to Telating the physiclogy of
recaptors and of the nervous system te behavieral funecions LIneluding
the ones reporced a8 perceptlons. There can be mno slsple model of
"perception® or even “pattern recognition®, which encompasses the
functlens of receptorfs, primary sensery receiving stations and those
braln systems aszsociated with them, any more than one can develop a
simple model of "resplration®.

In the current lecture these lssues are handled in two ways: 1) an
attempt Ls made ce sharply discingulsh models based on obssrvaclons made
ac the behavieral level of psychophysics and perception from those at
the meutal systems., neuronal and subneuronal levels. The diselnscion is
implemented according to whether mpodels describe what {8 being
processed or whether Hw.:,r deseribe ILH.I processing Is carried out by
the nervous syscem. @) Whenever possible, cransformations, ctransfac
functions, are described chat relate the models at different levels o
cne another. It is the specificacion of these transfer funcelons that
distinguishes computatienal £rem earlier mathematical and general
systens approaches. The nature of the transfer functlons Lls adduced from
data obrtained (n neurepsychological observatloms Ln which both che brain
and the sicuational wariables controelling the behavioral reports of
peroeptual experience are spesified.

Heural Systems

When the neurophysiclogy of perception ls considered, a set of processes
emerges, each served by 8 separate neural systes. Thess sysCess are
shown to act Lm comcert with other neural systems that are related to
thar anatomically andfor blochemically. Thres major divisions can bse
disserned in the sets of primate bralm systems relevant to perceptlon.
The division 1s made on the basis of sense modaliey. Im the pesterior
convexicy of the cerebrum, processing is anchored in visual and auditery
I.I.'I-pl.l-tl ("digzcance"” processing); in the frontolimblic forebrain,
procegaing la anchored In ulflctn:.j,.l’;u::n:nr_'f and im pain/temperacurs
stioulation {thermochexical processing); midway, surreunding the cencral
(Bolandic) filssure, processing is anchored ln somaclc sensibiliciez chac
allow the organism to be In preoximace eouch with the envirenment and,
even more lsportant, e directly act on, and thus aleer {1t
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dichin each division, thare 13 a core of projecclon systems connécCed
extrinsically, racher dirsecly, wich the receprors of the modallcy.
Surrounding these projection systems are perisensory systems which
process the Lnput by comtrolling movements related to that input, Beyond
chaas SySCams are ochers that are lnerinsic la thelr eonmecticons, L1.s&.,
chey primarily teceilve their input Erom and operace back om cha
sensory-motor systems. The intrinsically connected systems themselves
are hierarchically organized: In humans, the systems Iovolved In
language almest exclusively utilize other Intfinsic aystems, and have
feuw direct connectlens wich receptors and affectors,

Within the class of systems Involved in f£igural perception, thoss
Lovolved In imaging can be discinguished from those Iovolved in the
perception of oblect-forme. Bue, as experlenced In avarensss, the
syscems responsible for extracting the invariances (constancles) thac
characterize object forms, Incerpenecrats inm a top-down, cortlcofugal
fashicn, chese systems responsible for fdmaging. This coep-dowm
incerpenetration is ioplemented by parallel connections. Such
cormections, oow at a new level ia che hierarchy, are found agaln when
syatems responsible for aclsulus sampling and categorlizing are
copnsidared, and once more when the syscems concerned with relevance and
with Lnferance are studied., The fact that esch leval of precesaing
entalls borh fesdforward and Eeedback operaclons accounts Ffor the
paradox of the separable Yet unlctary wnature of the perceptual
expariance,

This characterization of the relations betwean brain syscess differs
from the craditfonal view which has been llmlited te bottom-up, fervard
propagation frem sensory projectlons to higher order “assoclaclve®
systens. Flechsilg (1896) had suggested that cognlitiens are derived
exclusivaly by a process in which Enput from warlous senses bacomos
assoclatad {n the cortex of the posterler eersbral convexity - thus
the term ®“assoclation cortex”. Flechsig's wiew Is stlll widaly held
despite overwhelming evidence agalnse L&, (5ee a.g., Hiskkin, 1973,
Lucia 197); Ruffler and Michols, 1976; Shephecd, 1988.)

Tha alternative to the traditional wiew 18 cthat ths results of
computacion At the later level of processing are fed back te cthe sarlier
lavala. The pressnt approsch Is based on evidence for such reciprocal
connectivicy between hierarchically ordered neural systems. The
resuleing thesry accouwncs for bath the top-down and bottom-up
constraincs on processing. Top-down constralnts constitute controls om
lower level processes, much as programs constltute controls om the
operations of compucacicnal hardware. Psychophysical daca and theorles
map in experfencial and behavioral languages those relatlons cthat
deternine the phenosena that need to be examined at the neural systems
leval. At the same tiome, neural system propertles sec the constralnts on
processing at the subnsuronal, synaptodendricic, level of Lovescigacien.

Mutual, recliprocal borves-up and cop-down determination of processing
leads to a selesclen procedura Lo which imput 15 matched against a
reasldenc microstructure {genetically or expeclenclally produced mesory).
The result of the match acts as does a sec polnt on & chermeoscat (or
homecscar) ea Instrusc further processing, Of course the sef polnc ia
not & polnt or single number a3 (t 13 on & thermostat; rcather, a
pulcidimensicnal complex, a temporary stable scate ofcen referred to as
4n Image (e.g., & "mocer lmage®), Ls what guldes processing. At the same
time, the decalls of processing need not be specified in the =match, &
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great saving in memory storage. Von Foerster (1963) has described such
opetations as providing memory without record. Nonetheless, seoory
gtorage 18 involwed, but it censists more of refining Images than of
detnl liﬂE procedures.

In such a reciprocally acting set of systems, input triggers an
operation which at any somenc 18 largely self-decermining. Furcthar, the
larger the amount of experience stored in the systems operacting in &
top-down fashion, thae greater the solf-deteroinacion. Thus Beethoven
could compese the late gquartets and his elighth and alnch sysphonles
dosplee the face that he was completely deaf at the cime of coaposition.

In short, 1In Gystems characterized by |bottom-up, Eop-deowmn
reciprocity, selection characterizes a mleroprecsss im vhich sensory and
centzal inputs ars macched with & resident microscructure. The results
of the match inmscruct further processing., In systems endowed with memery
searage, these inceractlons therefore lesd to progressively more eelf-
detetmination. Momentary lnput serves te ctrigger tather than speclfy tha
PEOCERS.

Heurons

Heurons are ordinarily conceived to be the computaclenal unics af the
brain. Thus the majority of processing cheories since the seminal
contribution of MHeCulleeh amd FPites (1963) have caken chs axonal
discharge of cthe neuron, cthe nerve impulse, as the currency of
computacion,

However, this frameverk for cosputatiemal checory has led to
conslderable wsisunderscanding betwesn neurcsclenciscs and those
interested im cosputaciomal processing. Successful cempucacional
networks depend on h.l;h.l]r - often randomly - Iinterconnected alements.
The more complex the cosputation, the more connactlons are needed: the
law of requisice warlecy (Ashby, 15960). Hewresclenclstcs lmew that
neurons are connected non-randomly, often sparsely, and always In a
speciflcally comfigured fashion [see Crick and Asarmuma (1986) for a
neuroscience wilew of connectlonist computationmal theory), In shore,
current computatiomal processing eophasizes a minimum of constraints
in ths precessing wetware of hardware] In the current #euresclence
frasevork wetware is highly constralned.

Misunderstanding is allewviaced when the computational framework 0=
broadened to fncluds the microprocessing which takes place wichin
dendritlic networks. Hot un'l.y are axonal-dendricle SYTAPE®RS that connect
neurons subject o local influences in these necworks, buc inmmerabls
dendrodendricle synapses provide the unconstralned high combectivity
needed In computationmal procedures (Blshop 1956; Pribram, 1960; 1971;
Scholtt et al., 19V6). In facc, & large proportion of meurons - In scme
systams, such as cortex, as high as 50 percent - do mot have any axons
at all., Their processing capabllity (primarily inhibitory) 1is purely
dendro-dendricic.

Junctions {(axo-dendricic and dendro-dendricic) becween neurons in the
form of chemical synapses, electrical sphapses and bight junselens scour
within everlapping dendricic arborizations. Thess junctions provide the
pn:#lhll.ll:]r far pmnl:in; as npp-u-l-l-d to the mere cransmlssion of
signals. The term “"neurscransmicters® spplied te chemicals aseclng ac
Junetions  is, therefore, scomevhat misleading, Terms such as
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neuroregulator and meursmodulator convey more of the oeaning of what
actually transpires at symapses,

Herve Impulse conducclon leads everywhere in the central necvous
gyscem to such junctional dendritic mlercprocessing. When nerve impulaes
agrive at synapses, presynaptic polarizaclons resulc. These are never
selitary buc conscltucte arrival patterms, When posc-symaptic hyper- and
depolarizations are then generated in dendricie necworks of the braln,
the polarizations are Llnsufflelemcly large te immediacely Loclte merwe
lopulsae dLach,a.rg,a. The pattecrns of these postsynaptic polarizacions arae
conselizuted of sinusoldally fluccuacing hyper- and depolarlzatliona,

The dendritic microprocess chus provides the rtelaelvely unconstrainad
computational power of the brain, especially when arranged In 1!]"-!:’!- as
in the cercex. This ecompucationmal power L8 well described by linear
dynamic processes, in cerms of gquaneum  Fleld neurodynamics,

Meursns are threshelding devices that spatially and ctemporally
segment the rtesults of the demdricle microprocess [neo discrate packets
for communication and comtrel of other Levels of processing. These
packets ars more resiscanc to degradation and incerfarence than the
graded miceeprocess. Thay constltute the charmels of cosmmunlcation not
the processing element.

Communicacion via neurons often consises of dividing a message Inte
ehunks, labelling the chunks so that they are ldentiflable, transalitting
the chunked message and resassepbling Lt ac {cs destinacion. Weurons are
labelled by thelr locaclonm In che netwerk. Because of rthe essentially
parallel mnature of neuronal cenmectlvitles, this Eform af llhillinﬂ is
highly afficlant,

Heuronal channals conscrain the basic lipear microprocess. These
seructural constralincs can be topolegleally parallel, convergent and
divergent. An Instance of a conbination of these Forms of conscralnt La
che cormectivicy bacween rtetina and cerebral cortex which L& expressed
az a logarichmic funccion of distance from che foweal center. Other
consEralnts shape the tilge course of computacions and lesad co learning.
Unvelling the manner In which constralncts are lmposed in the matural
brain is the work of the neursphysiclogist. Much of what (s concalned
in this lecture describes the fésults of this worck,

Dendricle Microprocessing

Recognizing the Importanmce of dendricle microprocessing allows a
coherent theory to be framed regarding the neural Functions responsible
far pl:q.tp:ian. Az iniclally seated in 'L.'mEaIc:Lf the Braln {(Prlbras
1971 p. 104):

" Ay podel we make of perceptual procasses must Ehuis Edke Lnta
account both the I[epercance of Imaging, & process that
contEributes a4 pocclon of man's subjective exnperlence, and tha
fact thac thers are Influence on behavior of which we are mnet
swars, Inscrummental behaviar amd swareneas are ofren opposed -
the moere efflieclent a performance, the less aware we become.
Sherrington noced this anctagonism In a suecine atatemanc;
*Hapcwean reflex action and mind there seed@s to bs actual
appesloien. Reflex action and wmipd sees aloest outually
exclusive - thea more rteflex the roeflex. thoea less dodws mind
accompany ic.®
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Languages cthen proceed to detail che fact that nerve impulses in axons
and junctional =microprocessing in dendrites function reciprocally. A
bypothesis was formulated te che effec: that when habit and habituatisn
characterize behavior vhich has become sutomatle, thers ls efficient
processing of dendricic "arrival pacterns Into departure patterms®., On
the other hand, persisting designs of junctional patterns are assumed
te be coordimate with swareness, The hypothesis iz consonant with the
view that we are cognizrent of scme of che events going on in the brainm,
but net all,

Herve {mpulsas arriving at junctions generate dendricic micro-
processes, The deslgn of these mleroprocesses interacts with that
which is already present by wirtue of the sponcanssus actlvicy of the
nervous syscem and ity previcus “experience”. The Inceractfion is
modulated h}" iﬂ\ibil‘ﬂt}' processes and the whole procedure accouncs for
the coppucacional power of ths braim. The dendritic microprocesses ace
as & "cross-cortelation deviece to produce new Elpures from which the
pacterns of departures of axonic nerve Lmpulses are iniciated. The
rapidly puc:ed :hmg,u in awarcness eculd well reflect the [pa.-:l af]
duration of the correlacion process.” (Pribram 1971}

Historlically the issues were framed by Lashley, Kohler and Hebh,
Donald Habb (1949) summed wp the problem by pointing ocut that one must
decide vhecher pereeptlon la e depend on the exeltatlon of specifie
cells, or om & pattern of excitarion whose locus 1s unimportant.
Hebb chose the former alternacive: *A particular perception depends om
the ewcitation of particular cells at some point in the central
OeCvous system.”

As neurophysiological evidence accumulated (especially through the
alcroelectrode experimencs of Jung (1961): Hounetcastle (1957);: Maturana,
Lettvin, MeCulleeh, and Piees (19603 ; and Hubel and Wiesel {1962) this
chodes, for a tise, appeared vindicated: microclectroda studiss
ldencified meural units responsive te one or another feature of a
stimulating avent such s dirsccionalicy of mevesment, tlle of line, eec.
Today, texthooks In psychology, In neurophysiology, and even in
perceptien, reflecc this wview that one percept corresponds to the
excitacion of ome particular group of cells at some point In the nervous
EYSTEMm.

Lashley, profeundly rtroubled by the problem, cteock the opposite
stance;

"Here fs the dilemma, Herve Ilepulses are transmitted over
definite, restriceted pachs in the sSensory and Bacor necves
ard in the central nervous systea from cell co eell chrough
definice incer-cellular commectlons, Yet all behavior seems to
be determined by masses of excitation, by the ferm or
telations or propercions of exclitaclon withim general flelds
of activity, withouwt regard to particular nerve cells, It is
the pattérn and not the slement that ceunts, Uhat sert of
nervous organizaclen might be capable of responding Eo a
pactern of excitation withooe Limdited, specialized paths of
contuctlon? The problem is almost universal in the acitivicias
of the mervous system and seme hypechesls s necded te direct
further research,” (Lashley, 1942 p. 306}

Wolfgang Kehler alse based his Gestale arguments on such “"masses of
excitatlon ... within generalized fields of activity® and went om te
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prove thelr ubiguitous existence in the decads afrer che publication of
Hebb®s and Lashley's scatemencs. A serles of experimencs In which T was
{mvolved established the existence of generallzed filelds but showed
that, nl:hgu;h they were relaced to the speed with which learning took
place, they wars unralated to pareaptlon as tested by digseriminacion
tasks (ses Langusges of the Bralm, Chap. &, for a review of chess
studies). ’

Lashley was never staclsfled wich elcher Hebb's or Kobhler's position.
His alcermative was am Intecference patternm model which he felt would
account for perceptual phencoens more adequately than either a D.G.
Fleld ot a cell assembly approach. He did noc, hewever, have a clear
idea of how the process might work. He naver specified cthe faet that che
incerfeorence pattsrnd werse generated by arrivals of necve lmpulses nor
how such patterms provide a computational scheme Eor perception. He chus
paver developed am argument fer che exiscence of a dendrieic
mlecroprocess responsible for the computational powWet of the neursmal
mechanism.

hccording Eo the wiews presented here and In keeping with Lashley's
incuicions, this compucaclenal powsr 15 mot a Eunctiom of the
rparticular cells® and the conducting aspects of the nervous sysces (ctha
axenal nerve impulses) mor 1s it pecessarily carrled ouc wichin che
province of single neurons, At the same time, the theory based on chese
wiews does not support the mectlen that the locus of processing Is
indetorninate. Rather the locus of processing is firmly rooted within
raglons of Mndrtl:J;E networks at the junctions baCwRen nDMUCCnE.

As summarized by J. Szencagochal (1985 p. &0): "The slmple laws of
histodynamically palarized neueeans ... indicating the direction of flow
of excitation ... came to an end when unfamiliar cypes of synapses
baewesn dendrites, cell bodies and dendrices, serlal symapses &to. wara
found in Lnfinica warlety ... . A whole new world of mlerscireulcry
became knewn ... culminating in a new generalized concept of Llocal
naurcn ciccules (Rakic L976; Schmice et al. 19763 .7 ¥

The ublquley of such axonless local elrcult meurons Indicates thae
computation ls sErongly Influenced by dendreltie-dandritie Lnteractlons
which u.ndif:.r the postaxonal dendriclc processes. Ferceprtual procaialng
depends therefors on network propercies that extend beyend tha purview
of che dendrices of a single neuren., It Lls the synaptle event. rather
than the mneuron per s, Chat gserves as cooputdtlonal element.

The sub- and superneutonal aspect of the dendricic microprocess, 1ts
potencial to extend beyond the single neuron, provides explanatory power
far bath older and recencly asccumulating evidence that brain processes
cordinace with perception are discributed, In a distributed process,
perceptual events are represented nmot by single neurens buc by patterns
of Enla[j_:.nl:{u'n across ensembles of neuroms. E_B. John, on tha basis
of hiz excensive studles (reviewed in Thatcher and John, 1577) has come
to a similar conclusiom:

*Tha spatlotemporal patterning of these cooperative processes
was L(Llewolve) lomic shifca ... with excousion of pocassiue
lona and lonlc bindin; on extracellolar sucopelysaccharide
Ellamencs, If we focus our attention met omly on Ehe meshranes
of single mneursns, buc upon charge demsicy discribuctions in
tha tissue mattix of neutons, glilal ecalls, and oucopoly-
gaccharide processes, we can envisage a i::nll:pll:ﬂ. chrea-
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dimensional wvolume of isopotemtial contours, cepologlcally
copprised of portions of cellular mesbranes and extracellular
binding sites and constantly changing eover cime. Let us call
this wvolume of isopotencisl contours or convoluted surfaces
a Brneuron.

Bagic to this oew wiew of the neurclogy of parception s the fact thac
propagated nerve ilwmpulses are but one of cthe {isportant electrical
characteristics of mneural tissus. The other characterisele is che
mlereprocess which takes place at the junctioms between neurcns. Hyper-
and depolarizations of postsynaptic dendriclce membranes oceur ac che
junceions between neurons where they may even produce sinlature
electrical splkes. However, these minispikes and graded polarizaciens
alse differ from merve impulse=s In thac cthey do not propagate. The
influence of these minlspikes and graded polarizacions on furcher
neuronal scitivicy 1 by way of “cooperativity® among spacially
separated events, Cooperativicy 1s medlaced by the cable propertles
of demdrites and the surrounding glia (see e.g., Pogglo and Torre,
1780}, This type of inceraction is called “pon-local® because the
affece Lz exerted at a disvance without any obvieus intervening pro-
pagacion. BY analogy the effect is also called "jumping” or "salta-
cory" &8 In saltatory cendusciem by oyelinated nerve flbers. It 1s
this saltatory nature of the interactlons as captursd by perceptual
experience that fascinated Frank Geldard, expeciences so clearly
described In his I.l'l.lu.:u‘[ll MacEachron Hemorlal Lecturs (1975} .

Receptive Flelds

The neurophysiologlst can readily study the output - splke trains - of
neurons when they act as chamnels, but he has only limlted access to the
funcelons of the interactive dendritic junctional architecture because
of the small scale at which the processes procesd. A majer breakthrough
toward understanding wes achieved, however, when Kuffler (1933} noted
that he could pap che functionsl dendricic fleld of & retinal ganglion
cell by recording impulses froam the ganglion cell’s axon locacted in the
optic nerve. This wag accomplished by moving a spec of light in frent of
a paralyzed eye and recording the locations of the spot which produced a
response Iin the axon. Tha locations mapped the extent af tha I.'l:lﬂﬂl'id-i‘ﬂ‘
dendritie field of that axen’s parent neurom, The directlion of TREpONER,
inhibitory or excitatory, at each Dlocatiom indicated whether cthe
dendrices at the locarion were hyparpolarizing or depolarizing.

The resulting maps of dendritic hyper- and depolarization are called
receptive flelds., The receptive flelds of retinal ganglion cells are
configured concentrically: a circular Inhibicery er excitatory center
suftounded by a penumbra of opposite sign. This center-surround
organization has been shown to be due to the operation of axenless
horizentally arranged dendritically endowed neurons which produce
"laceral®™ inhibicion In the neighborhecd of excitacion and wice wersa,
The center-surround organization chus refleces the formatlon of a
spatial dipole of hyper- and de-polarizatiom, an opponERt Proecess
fundamental to the organization of the configural propercies of vision.

Veilizing Euffler's techniques of mapping, Hubel anmd Wiesel (1959)
discovered that at the cerebral cortex the ciroular erganizacion of
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dendricle hyper- and depolarization glwes way to elongated receptive
flelds with definite and warlous oelentatfons. They noced chat
oriented lipes of light rather than spots produced the best responsa
recorded from the axons of these cortical mneurons, They thecefota
concluded that these cortical neurons were "line dececcors®. In kesping
with the tenecs of Euclldean geopetry where lines are made up of polncs,
ate., Hubel and Wiesel suggesced chac line decectors were composed by
convergence of {inputs from neurons at earlier stages of wisual
processing (retinal and thalamic) - which acted as spot-datectors due co
the circular center-surcsund organizacien of the receptive flelds.
The Euclidean Interpretation of neuronal processing In perception
became whact Barlow (1972) has called che neurcphysiologleal dogma.
The incerprectation led o a search for COOVETEences of paths from
"feature detectors® such as those responding te lines, culslnating In
*pentifical® or “"grandfachér® cells which embodied the response to
nhje:l:-ful:l:u such as faces and hands., The search was [n some lostancas
rewarded In that singls meurons might tespond best to a parclcular
object form such as a hand or face (Oross 19%73). Howsver, response La
naver restricted te such objece-forms. Such “bastc*® FEapansds can alea
gccur in parallel networks In which cenvergence I3 but eme moda af
organization,

about a desade after the discovery of slongaced wisual recepbive
flelds of cortical neuromns, new evidence accrued thac discredited the
¥lew that flgures wers compesed by convergence of Euclidean features. In
our laboracery at Stanford University we mapped the archiceccure of
cortical dendritic fields by computer and found coctical receptive
flelds that contained multiple bands of excitacory and ichibitery areas
(Zpinalll and Barrec 1969; Spinelli, Pribram and Bridgenan 1970). In
Leningrad similar observations wete sade by Glezer {Glezer, I[vanoff and
Tscherbach 1971} who readrked that these cortlcal neurons responded @ore
liks "scripedness” {(than line) detectors. The critical report, however,
was that of Pollen, Les and Ta.:.rlnl' {1971} who Interpreted similar
El.l'n!!.flga: eo indicate that tha cortical neurons were behaving as Fourlar
analyzers rather than as line detectors.

At che saoe time Campbell and Bobson (1368}, in:l,l:i;l],'l,r on the basls
of psychophysical, and subsequently, also on the basis of neurs-
physlologleal exerimencs, develsped the chesls chat wislon operates
barmwonically muth as does audiclon except that the +wisual systes
reapends (by vwirtue of a Fourier process) to IEI’.ill fraquencliaes.
Heee I want to Intreduse the ecitical difference betwsen Euelldesn
based gronetric and Fourler based harmonle approaches.

For those using the geometric approach, spots and lines are seen as
Il!ﬁﬂ'ntir}' feicures that become combined in ever moro complex forms as
higher levels of the nsural mechanism are engaged. WVhen a harsenilc
analysls Is taken a8 che approach, the elongated receptive Eleld
erganlzation of cortical neurons suggeses that neurons act as “scrings®
tuned to a limited bandwideh of frequenciea. The ensemble of sctrings
coppose resonators of acctive fllcers &8 In musical Instrusents,
Halmhalcz, a century age, prepesed that sensofy receptors ace akin to a
plane kayboard, that a spaclally Isomorphic relation s saintained
B Cwanan Ffeceptor and cortex A8 Iin the relation between keys and :t:l.'i.n.IJ
actached to the sounding board of the plano, but that each ecortical
"unlt® responds (resonates} to a limiced band width of fregquancies much
asx do the strings actached to the plans's sounding beard, Froa the
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The gecmetrie and harwonic wlews differ significantly with respect co
the composition of a percept. Iewln Rock (1%83 p. 96) deseribes this
difference as follows :

"One confuslien here oay ba wich the mesnlng of “feature”.
A feature could refer to an ldencifiable pact or unit that
pust firsc be extracted or detected, and then aleng with other
fentures assombled ince an overnll pattern., Or "festurs™ could
vefer te an identifisble emergent characteristic of the form
onca At L& achieved rather than as one of che parts that
produczes ip."®

The docails of che neurophysiological data show that "features® such as
lines are best conceived as L[dentifiable emergent charscteriscics of
forn since they are alresdy conjoined in the receptive field. Furcher
such “festurea” become sctivated sither by sensory Input_or by central
precess to configure a percept. This evidence makes the “rescnating
string metaphor® more reasonable than the featurs detector approach.
Thers are chree critical reasons for preferring tuned frequencies ta
decected features: 1} neurens in the visual cortex Tespond Co several
"featurez" of sensory Input and there {= no evidence that the differenc
features are represented separately in the ocutput of the neuron, as
would be requived Lf it acted as a decector; 1) tuned Erequencies
provide & porenclally richer pamoply of comfliguratien (e.g., texture),
and }) perceptual research has clearly shown that lines {(and therefore
line detectors) composing contours are Inadequace elesments with which
e account for the comfipural propecties of wision.

Rock (198) p.41) susnarizes the evidence and argusent as follows:

*The emphasiz on contour detection L= encirely @leplaced
because, a8 Ffar as form 18 concerned, a centour simply
marks of delineates a lecacion. What matters for form
perceptlon L= the set of all such locacions, and 1f these can
be delineated without contours, contours are TDt TECESSETY,
That is why, in addieien o depth, we percelve reglons of
particular shapes in twe vwandem doc patterms  Viewed
binecularly despite the asbsence of any physical comtours
{Julex 1971)., Illusery contours ... alse support this
conclusion.”

Hock prevides the results of Immamerable experiments to documenc: hias
insight that the configural properties of wislom are dus Co & “proecess
of directional Integracion” (p. &7}, The mest critical s the
demonstration thac "the perceived direction of a polnc with rcespect to
ourselves ... 15 a jolne function of recinal locus and eye position® (p,
HEY

In summary, sensory cortical recepeive flelds are considered analegous
to resonating strings in a plano. The functional relationship among
strings (among che receptive Eields of che sensory certex) and wich the
keyboard (with the sensory recepctera) L& spatially organized and
provides & wmactolevel of perceptusl processing. The functlomal
relationship ameng resomant frequencies, characteriseic of overlapplng
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receptive Fislds of che cortical meurons, provides a microlawel of
perceptual processing. [t 415 this coopearative microprocess which allows
one co agsume thar Indeed a specifiec brain process is coordinate with
the richness of experience that is percepclon.

flasticicy

Cooperativicy, ipplemented In dendrodendritic synapses, makes possibla
parallel distribuced processing of comsldevable f£lexibility wichin a
single processing layer. Further, in multilayersd mecworks salsctive
wodlflcation can occur provided the presymapcic mnecwork becomes
influenced by Lteratlons of Lnput. Such an arrangesent Ls often referred
to as the Hebb rule becsuse Donald Hebb (L94%) captured the lmaginatlom
of che broad sclemtific commmicy when he called actention ce che faec
that selective modification i3 dependent on presynaptic esffects, The
importance of this presynaptis requirement had bean fampiliar to many
mneurosclentists for a hllf-ctn:'ct'jl': e.g., Freud In hia F!ﬂ]lﬂ:tﬁ;_‘l
Sclencific Psvchology (189571966} ascribes selectlve learning co tha
restrieted lowering of certaln symaptic resistances by the abserptlen af
energy (precathaxzis) st the presynaptic site dus to repeated use, Te is
the actual mechanlsm by which such selectivs changes can occur that
has taken a century to unravel (see e.g. . Scenc 1973; and discussion inm
The Anacamy of Memory, Ed. Danlel Eilmhle 19465},

The holonoml:z braism thesty presentad Lln the mext sectlon ls based om
a radical sxcension of this rule: a microprocess Lls concelved Ln cerms
af ensenbles of msutually Interacting pre- and postsynaptle events
distributed across lislted excents of che dendritle nacwork. The limits
of rteciprocal inceraction wary as a fumetlon of Unpuc (sensory and
central) to cths natwerk - limits are mot cestricted to the dendricle
tres of a single meuron. In fasc, reciprocal Imceraction among pre- and
postsynaptic eventas often oeccurs, 18 correlated, as imn developing
parceptual constancles, and L& self-erganizing. For other kinds of
copputation, structured constralncs musc be lmpesed enm che pecwerks,
These comscraints can come directly by way of sensory input ar they can
ba Lloposed frem wichin the brain. The centrally Aimposed top-down
constraints are genscated by a varlecy of brain systems which preprocess
at the midbrain and chalamle level che inpuc ©e the primary sensocy
cortex., These top-down preprocessing procedures, organized by prlor
experioncze, are those that consciewes che cognicive aspects of
percepclon,

Faralinearicy

Thea .:u-upar.l;i.\ra stages af SERSOTY '[I-:I.'I}I:ElI.LI.'IE are described Lo the theory
of paralinear computatlons. Nenllineariciss encer only as auxilliaries
which sharpen the cosputaclonal process. The lecus of entry of
nonlinearicies can thus be idencified without Jeopardizing the
advantages which acerue to the overall linearity of tha operaclen
af the braim syscems lmvolved {n cenfiguring percapts,

A beginming in making cthe dilscincclen batween overall linsarlcy and
the entry of nonlinearlties comes from analyzing the relevant dynasics
of mneural processing. The Irput to tha brain is in the form of
modulations of nerve lmpulse trains, modulations Inlclaced in recepoer
activity, Slmilarly, che output to muscles and glands Is {n the form of
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spatially and cemporally pacterned trains of merve impulses. There are,
of coursse many stages of processing Lntervening between input and
output. At each of these processing scatioms, four cypes of
transformation take place. Walter Freeman (1989 and private
communication) has deseribed tchese stages In the follewlng passages;

*At the first stage pulses coming In to & sec of neurons are
converted to synaptic currents, (patterns of hyper- and
depolarizations) which we call waves. Second, these synaptic
currents are operated on by the dendrices of che nearons. This
ievolves flltering and integration over time and space In the
wove mods. Third, the wave secivity reaching the crigger romes
is comverted back to the pulse mede. Fourth, 1t thenm undergoss
transmission, whiech is cranslation frem ene place to anothat,
delay, dispersion in tims, etc., The operatlons of filtering,
integration and transmission can be described wich linear
differencial egquations. Pulse o wave converslon at synapses
iz commonly theught to be nonlinear, but in fact in the normal
fange of cortical operacion it is linear. Mulciplication by a
conscant sufflces to repressnt the conversion £rom a denslty
of action potentials (pulse densicy) to a density of synaptic
current (wave (i.s. polarization amplitude}}. But the
speration of wave to pulse conversion is nonlinear, and che
trigger zone i3 the crucial site of cransformatien that
determines the neural gain over cthe four stages.®

These passages contain the key elements of che holonomic brain theory
presented in the next section, in which "the operations of fllrering,
integracion and transmission can be described with linear differential
equations" and "pulse to wave comversionm at synapses L& commonly thought
to be nom-linear, but in fact, inm che normal range of cortical eoperation
is linear.* It is only at the axon hilleck wvhers nerve impulses are
generated cthat "wave to pulse cooversiom 18 nenlimear.® In the
holonomic approach, the configural aspects of perception are coordinate
with synaptic and dendritic precessing; modelling can therefore take
advantage of tha attractive features of linearicy. This leaves to
conducted nerve impulse activity the rele of Isposing ' nonlinear
constraints and of communicacing the results of processing at ome brain
locatlon to ancther such leeation. 5ignal cransmissien .wich its
attendant gein contrel (as indicated by Freeman} necessltates the
intraduseion of nonlinearities, But (agaim, &8 Fresman notes) pulse Co
wave conversion at synapses once more linearizes the system. Thus the
unconstrained dendritic computational microprocess In percepclon ls
essentially linear,

Understanding the neural basis of the imposition of monlinearicies
in constralning cthe basically Llinear jJjunctional milereprocesses Is
flluscrated by the werk of Pogglo (1983). Poggle has come to the
following views {(p. 31L7):

5 “(An) analog parallel model of computation is especlally
interescing from the poine of view of the present
understanding of the blophysics of neurens, mesbranes and
synapses. Increasing evidence shows that eleccretonic
potentials play a primary roele in many neurons. Hechanisms as
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diverse as dendrodendritic synapses, gap junctions,
neurotransmitters acting over different times and distances,
voltage-dependent channels that «can be modulated by
neuropeptides and interactions between symaptic conductance
changes provide neurons with various different circuit
elements. Patches of neural membrane are equivalent to
resistances, capacivances and phenomenological inductances.
Synapses on dendritic spines mimic voltage sources, whereas
synapses on thick dendrites or the soma act as current
sources. Thus, single neurons or small networks of neurons
could implement analog solutions ..."

When the constraints on processing are asymmetrical, as for instance,
when excitatory and inhibitory inputs are spatially or temporally
asymmetrical (Poggio and Torre, 1983) directional selectivity results.
Such asymmetries impose nonlinearities on the basically linear analog
microprocess.

The issue of linearity with regard to cortical processing in visual
perception has recently been addressed in a comprehensive review by
Shapley and Lennie (1985): "The idea (that within patches of receptive
field, linearity is maintained) is an attractive one because it is
consistent with the narrow spatial frequency tuning and spread of best
frequencies of cortical neurons but is weakened to the extent that the
neurons behave non-linearly” (p. 572). As noted, these nonlinearities
are a function of the outputs of neurons which depend on gain control at
the axon hillock. The nonlinearities are thus introduced primarily into
the perceptual microprocess in the form of overall retinal to cortical
mapping which 1is spatially logarithmic (Schwartz, 1977). However, in
addition to. the effects on the perceptual macroprocess, "... the
nature of some of these nonlinearities suggests that they are
precisely what make the cells highly tuned spatial frequency filters”
(Shapley and Lennie 1985, p. 575).

The configurations (i.e., the internal architecture) of the receptive
fields of visual cortical neurons can be described in terms of spatial
frequency: Recordings of axonal impulse responses of the cortical neuron
show that the stimulus which best engages these cortical neurons is a
(sine wave) grating (composed of regularly spaced bars of widths equal
to those of the spaces) which is drifted across the visual field. The
spatial frequency of the gratings which engages the spatial frequency of
the receptive field is determined by the widths of the bars making up
the grating and the spacings between them. The range of spatial
frequencies to which the cortical neuron responds determines the
bandwidth of the tuning curve. This band width is approximately an
octave (¥ 1/2 octave) (see review by DeValois and DeValois, 1980).

These experimental results have led to the view that the neural
processes involved in spatial vision are akin to those involved in
audition. Harmonic analysis 1is therefore an appropriate tool for
developing a computationally realizable theory of the neural processes
involved in the configural aspects of perception.

The simplest and most fundamental of the tools of harmonic analysis
is the Fourier decomposition, which represents a spatial or temporal
pattern by a set of regular oscillations differing in amplitude and
frequency. Each regular oscillation is in turn decomposed into,sine and
cosine components, which differ only in that they are 90 out of
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phose. The phase of each of the regular oscillacions with respect to the
others differing in frequency, is encoded by & watlo which ls called
the Fourler cosfficlent. Computaclon of the Fourler representation of
oriented gratings in terms of their coefficients has more successfully
predicced che responses of cortical neurons, than has the display of
erisnted single lines or bars of various widths (DeValols, Albreche
and Thorell 1%78). Ar the neural mleroprocessing lewvel, tha holomomic
brain theory Is thus not only computationally simpler, especlally wich
cespect to calculating correlatlons, than non-linear theory but is more
accessible to Eest.

However, each of ths sinuscidal Foorler components excends o
imfinicy. Certical receptive flelds are bounded. The li=it on the
functional receptive field of cortical neuroms 2 preduced met only by
the  anatomlcal extent of the dendritic £leld of a llh,glﬂ' mEuroan, but
alse by inhiblctery (hyperpolarizing) herizemcal networks of dendrites
that finterpenstrate overlapping ezciracory (depolarizing) Elelds,

These bounded receptive fields provide the daca reviewed b}' ﬂilpll}r
and Lennis (1985) which were obtained using harmonic analysis. They
nota that cthe exiscence of nonlinearfties has caused advocates of the
Fourier approach "te propose that the spatial image may ba snalyzed inco
spatlal Fourler components owver small patches of wisual fleld.® This
*patch® cechnique of Fourler analysls was ploneered for redioastronomy
by Bracewell {(1965) and thenm applied to neurcphysiclogy by Pollen, Lee
and Tayler {1971); Pribram (1971); Robson (1975) and Glezer (1985). For
the brain cortex each patch {5 configured by a simple corcical recaptive
Eield, '

Stace of the Arc

Carrently, several formalisms have been adopted to censctruct theorles of
perception similar in character to the holonemic approach taken in this
lacturs. For exsmple Ginmsberg (1971). Caslli (19B84), Watson and Ahumada
(1983), Hoffmam (1984), Dodwell (1984), Cuceing (19853}, Cavanagh (1984,
1985) and Palmer {1983} have presented models which, however, are
primarily psychophysical. These encoding schemas aim ce explain in one
model the full tenge of phenomena invelved in pattern recognition by a
variety of correlational metheds (e.g., those of Anderson et al. 1977;
Eshenen 1977), helagraphlic fllrers (Cavanagh 1975: 1976), or Llie group
manlfelds (Hoffman 1984, Dodwell and Caellf 1984}, The theories thus
differ from the holonomic brain theory in that they do net address the
varlety of bhrain systems imwvelved in parception.

Eronauer and Zesavl (1985) have Independently summarized the
essenclals of the neural microprocesses upon which the helonomic braim
and similar theorles are based ;

"The operation in question obvwiously cannot be a global
Feurler etransformation or, for that macter, any simple
haraenlc decomposition scheme, since we are deallng with a
space {position)- dependent system whose characceristlcs are
irhomogeneous. At best, therefore, we may censlder a possible
“short distance® spectral decomposition analogous co the clae-
frequency domain spoctrogram so widely used In speech
analysis.*
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Flu.nlga.n (1972) and before him Gabor (1%44) had shown that In a
communication there is a tradeoff batween accuracy In the spectral
dopalin and sccurscy (o the time demain. In fact the unltc they found co
be most useful Eo cepresent and ln:.],'l,rzn a communication {e.g. speech)
was a time-limited slnuseid, (repscicive waveform) of specified
frequancy. It is this wnlt vhiech forms the basls aof the holonomic braim
cheaty,

For wision, the sinuseld is space-limited {(as well as time Limiced).
Az space Is at lesast two dipensional, measuresment entails at a minimm
two dimenslens of "spaclal frequency®. Buc, as Kronawer and Zeevl (1985

p-79} point ocuet, the tradecff between space and frequency has
CONSEquUEnCEs

"Thus, as every engineer well knows, sharpening up the spacifal
resolutlon results in & spread of the spatial-Erequency
characcerigcics, and vilce wersa, Doas thiz conclusien, based
afn  pure ceasmunlcatlon theory consideratfons, bear any
relevance to better underscanding of cortlecal englneecing
desigm and signal precessing In che visual systen? Recent
studies indicace thac, in face, corrtical neurons In area 17
raspond in & way that s localized both in space and In
apacial fl‘t-q.u&m'__'f [(HaEfel and Floremtinl 1973; Andrews and
Pallem 1979; Tootell et al. 1981; Hovshom ec al. 1978,
in the sense that a cell's stlmulus domain exises In a
cectaln wall-dafimed teglen of wvisual space (the so-called
recapcive fleld) and Ls also localized In spatial-Erequency
ke & limited range of luminance-periedicity-modulaclon.
Procesding from photoreceptors through ganglion- and
LGH-cells to cortical simple cells, ome f£inds & progressive
loss in localizability of positional iInformacion (at the
alngle cell level of ocperatien) and a decrease In spatlal
Erequency bandwidch,”®

This relaclonshlp between space and frequency Is fundasental. &
convenlent way to pleture It is oo recall the previous setaphor of a
plans as developed by Helmholtz {1B61) and Oha (1853) co describa tha
auditary system. At a macro lewal of organizacion, the keys of tha
keyboard (the receptors) are spatlally arranged with respect te ona
another and chis spatilal arrangesent {5 maintained {n the conmeccivity
betwasn keyboard and the serings of the sounding board, It Ia at tha
micrs level of Individual strings (cthe cortieal ecells) cthat tha
frequency mode of response occurs: each string resonates at a limited
bandwidch of frequency. We are well acquainted wich the clchoess of
sensory experlence that can be generated by such an arrangement.

Further, Kronaver amd Zeevl indlcate, as above, that this micrs level
frequency cesponse 18 cartled out within the functional recepcive field,
l.e., the dendritic wmicroprocess of jJunctlenal polacizacioms.

“The response charscceriscics of a cortlcal simple cell can
i-tl'l"l'll.'ll.!ll.'l'l:lj' e dascribed Iin eerms of a receptive flald
proflle {che call's kernel} that specifies Lts excltatory and
imhiblitery substructures, Typlecally there appear te ba two
major subclasses of simple-call receptive Elald profiles:
bipartice ("edge” ctypa) and criparclcae. Careful analysis
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of the receptive flelds, reconstructed from spatlal-
frequency selectivity messuresencs, indicates additiomal
*ringing® reminiscent of Gabor's elementary functiom ([Andrews
and Pollen 1579}, HMost Interescing, however, 1s the Einding
thar palrs of sisple ¢ells that are adjscent in the esrcical
cissue and have the sams preferred orlemtation are tuned to
the sama spgtial frequency and respomd te drifeing sine wave
gratings %0 out of phase, spatislly (Pollen and Bonner
1%80% . Thus, the faet that eertleal neurons balance the
pesltion/frequency trade-off by possessing both some spatial
retinotoplc localizatiom and, at the seze tizme, a spatial
frequency bandwidch of ahour one cccave with macched sine and
cosine (phase quadrature) cell palrs, suggescs chac lspertant
kinds of visual processing are golng on In both domains (Zeevl
and Daugman 1981).% (Kromauer and Zeevi, 1985 p. 100

One of the advantages of processing In both spatlal and frequency
domalng is economical coding, This i3 dus to the efficlency of encoding
whefi unceftainty with regard ce frequency and place (in space and tlma)
are olnipized. Kronawer and Zeevi (1985 p. 100} polnt this out In the
following passage:

"Some recent theoretical studies have emphasized the principle
of economical coding (minimal representation) for the cortex
{o.g., Sakict and Barlow 1982}, Im view of the high-funceional
I'ull:lp].it.'l:'j" fouind Iin the cortex, this emphaslis sSeems
misplaced. Yer, It is true that, from several view points, the
processing Is cconomlcal., The ceceptive fleld patterms of
simple cells come wery close to minfanizing uncertaincy in cha
four-dimensional space comprised of ewo spatlal and Ewe
f‘l!'l-q_ﬂ-lrni:_'_l' cootdinates (Daogman 1980, 1984%) . Horeower, 1t secms
thac me two cells perform the same functlons, so there is no
wosteful redundamey In the simples sense."®

This cype of economical encoding 4is achieved by an snsembla of
recepilve flelds. Tha advantages of such coding are eritleal:
transformations between frequency spectrum and spacetimes are readily
sccomplished sinee che cransform is imvertable. This makes the
computing of correlacions easy. In addition, the property

of projecting imapges away from tha locus of processing (as by a sterss
system and by a hologram) and the capaclcy te process large amounts of
informarion are Inheremt im holoncole processing. As these propercies
are also the ones that characterize figural awareness, they maoke o good
point of departure for constructing a theory of braim organizatiom in
percepcien.

I1. Oucline of the Holomemic Brain Theory

"Fourler’s thearem ls probably the most far-veaching principle
of mathematleal physics.® (Richard Feyrman 19633

"Linmar systems analysis eriginseced In a striking machematical
discovery by a Frenmch physlcist, Baron Jean Fourler, in
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1882 ... (which} bas found wide applicacion in physics and
engineering for a century and a half. It has also served as a
principle basls for wunderstandlng hearing sver since 1ts
applicacion to audition by Ohm (1853} and Helmhol:tz (1877).
The successful applicaclon of these procedures to che scoudy

of wisual processes has come only in the lasc twe decades.”
{De¥alols and DeValols 1988 p.1)

Inceptlon of tha Farmalilss

In this section the holoncmlc brain theocy Ls oucliped, The cheory has
several roots. As noted previcusly, historically Lt developed from
Lashley's (1942} concern that the specifle conmectivities of the
DECVOUS BYSCeA cannok account for the observaclion chac:  *all
behavior seems to ba detarmined by messes of exclcaclion, by the form of
relations or propacclens of excleaclon within general flelds of
accivity, without regard to parcleular netve cella® (p. JI06). Lashley
drevw on suggestions by Loeb (L207) and Goldschelder (1906}, rthat the
eonfigurations experienced In perceptlion might derive from exelcacion in
the brain rcesembling the “force flelds” that deternine form during
esbryogenssis. Galdscheidet had suggested that llmes of Fforce are
devaloped when sensory Input excites the brain, Lashley noted thac such
lires of force would Fform Enterference patterns in corclcal tlssue.
owever Lashley remained perplexed regarding the neurophysiological
oflgins of thesa Incerference patterns and how they might gemerats the
conflgurations of the experlences and behavior undar consideracion.

Tha limicacions of understanding the Interference pactetn model
began to yleld te furcher inguiry with the advent of optical holography.
This invention made 1t possible co specify how Interference patterns
could account for lsage (re)construction and for the diseributed nacurs
of che pemory score (Van Heerden 1963; Julez and Pennington 1965:
Pribras 1966; 1971; 1975). A holographle hypochesis of brain function inm
perception was develeped Into a precise computational model of brainm
function on the basis of the mathematics which had pade helography
possible (see @,g, Barrect, 196%; Pribram, Huwer and Bargen, 1974).
The computstional promise and flrm nfeucophyslologlcal basze of chis
model was perceived by many sclentists as a starcing polar for whae
has become the "connectlonist® parallel discributed processing approach
] lnd-lll:n,; brain function in perception amd lﬁamins {e.g., Anderson
and Hinton: Willshaw: both In
Hincon and Anderson 1961).

Despite this acknowledgement of promise, objections, some more
'Pl.'lli:-i.!:ll}" scaced than othefa, were ralsed ragarding the h.u.]_uE;-.,Fi-.:{n
model per se. Certaln idndtlal objecclens were based on an ilocerreetc
analogy bectween the paraphenalia of early optical Informacion
processing techniques (such as coherent ceference beams) theugh these
wers shown wery early on to be unnecessary (Pribras, Nuwer and Barren
1974; Laich 1976). Othar objections derived frem & misidenciflication of
the "waves® Involved In holography as scmehew represencative of the
braln vaves recorded from the scalp. Macroscople waves cannoc possibly
carcy the amounc of Iinformation necessary to account for che processing
requilrements imvelved dIn perceptlon. On the ocher hand, spacial
interactions among Junctlonal microprocesses oceurting In dendricie
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networks can provide the basis for extremely complex processing (Pribram
1971 Chap. 8).

A more germane objection came from the fact that the mathematics
involved in holography as developed by Gabor (1948), centered on the
Fourier theorem. In psychophysics, therefore, it was sometimes held that
the transfer - function computed by the sensory system was a global
Fourier transform, thus spreading the 4input over large extents of
cortex. This was showm to be an untenable position for psychophysics
(Caelli and Julez 1979). However, the neurophysiologists who had
initially formulated the hypothesis with regard to brain function had
alwvays noted that the _transfer _functions _involved _are _limited _to
particular receptive fields and that more complex relations determine
processing of ensembles of such fields (Pribram 1966; Pollen Lee and
Taylor 1971; Pollen 1973; Pribram, Neuwer and Barron 1974; Robson 1975).

However, the fundamental difficulty for understanding has to do with
the nature of the Fourier relation itself. The Fourier theorem holds
that any pattern can be analyzed into a set of regular, periodic
oscillations differing only in frequency, amplitude and phase. The
Fourier transform of such a pattern is described as a spectrum composed
of coefficients which represent the amplitudes of the intersection
(quadrature) of sine and cosine components of the various frequencies
present in the pattern. The medium of optical holography, the silver
grains of the photographic film, encodes these coefficients. The effects
of reinforcement and occlusion at the intersections among wave fronts
are encoded, but not the wave fronts themselves. The sites of inter-
section form nodes of varying amplitude which are represented numerically
by Fourier coefficients. Thus, the holographic model of brain function
has to be described in terms of a complex spectral representation. Often
description was made solely in terms of wave form per se; sometimes the
spectral representation, because of its counterintuitive nature, was
discounted.

Much of the confusion was due to confounding two dualities: a wave
vs. particle duality, on the one hand, with a space-time vs.
energy-momentum duality on the other. The Fourier transformation
expresses the space-time vs. energy-momentum duality. The wave wvs.
particle duality is expressed by another transformation (the
Lorenz-Einstein, as in the photoelectric effect): This transform is
between energy expenditure per unit time and the momentum of a mass
(particle) in space.

Dirac (1951) introduced a concept which in the hands of Feynman
(1963) has proved a powerful instrument in relating these two dualities
to one another. The concept is called the least action principle. This
is an optimization principle. The principle claims that the path of a
particle in a space characterized by relations among oscillations
(which, as will become evident, is a phase space) will tend toward the
least expenditure of energy (i.e., make waves of least amplitude). The
reason for this 1is that energy and momentum are conserved in any
physical interaction (the conservation laws).

Holographic theory is based solely on the "either-or" Fourier duality
between spacetime and spectrum. The holonomic brain theory incorporates
this duality but is additionally based on the delineation by Gabor of a
"phase space” in which the complex of spacetime and spectrum become
embedded. In such a phase space, spacetime considerations constrain an
essentially spectral computation. It is in this complex coordinate space
that the least action principle is applied.
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Tha holonomic brain Ctheory thus ailms te go beyond che earller
formulacions of the helographic hypothesis and to extend the scope of
coaputabiliey. The term holeomemic was chosen to distinguish 1t from
holographie and s£1l11 connote that 1 1s *heliscie® and lawful
(Wabacer"s 3rd Incerpatlonal dictlonary defines hole = whele; noale -
having the general force of natural law, f.e., is generally valid). In
mathematics the term "holomsalc® was First used hr Hertz. As such 1t
referred ©o structural constraints by which & sec of original
coordinates can ba expressed by m@ore generallzed (Lagranglan)
coordinaces, In cthis usage the term was applied only co space (and tina)
coordinates, Here usage [s extended to Includs the spectral demain
{which as noted ls the Fourler tramsform of spacecime). In concrast to a
purely holographic theory, therefore, the Inclusion of spacetime
coordinates im the holonomic theory Incorperaces the eperation of
struetural conscralnes Ln precesslng.

The E£ormal, mathematical foundations of the compucaclens which
concribuce te the holomomie brain theory rest on four Ffundamental
cancepts and the relations between them. Only one of these basic
conceptions {s Familiar - thac of spacetime, and sven hers, only inm che
20ch century has Lt been formally reallized chat space and ctise &re
incipacely related through sovement. The second basfe conceptlom {5 a
gemeralizacion of the application of the concept of a spectral domain:
nac unljl' colors and Congés can be analyzed {Into their compoment
frequencies of osclillation. Processing of all excersceptive sensaclons
including those dependent on spatlotesporal cenfiguraciens (such as the
shapes of surfaces and forma) can be understood as  aopllicude
meduluations of these cscillacions. As noced, It is this spectral aspect
of processing that was the foundation of the holographie hypochesis of
brain functiom in perception. In the casa of surfaces and forma chls
aspact is described In terms of spatial frequencies of oscillation. In
fFact, dus to the Fourler transformacien, speccra enfold the ordipary
concepcleon of boch spaca and clma,

A cthird concepc derives frem plotting spectral and spacetime valuas
within the same frame, It turns out that when this is done chere Ls &
limie with which both frequency and spacetise can be concurrently
detarmined In any oeasuremenc, This is the uncertalnty relation as
used by Gabor (1946} e describe a fundamental umit, a _“guantum® of
Infarmation. This unic differs from the unit of information defined by
Shanmon, wsually takem as a ble (& blnacy digic), a Boalean cheice
bacwesn alternatives (Shannon and Weaver 1949), Heowewar, Shannon alse
dafined information as a reduction of uncercaimcy. This "uncertalney®
relationship provides a link betwesn Gabar's snd Shanmon's definitclons
and allows for an expllclt convergence of "Information processing®
theories, Furthermore, the discinccion becween Gabor‘s and Shannon’s
Eormulaclons provides ©che Basis of the distinecien between che
configural and the cognitive aspects of perception.

The feurth cencept basle teo the holonmcmic brainm theery emphasizes the
manner ILn which opelalzazlon s achleved im perecepclen. Dendricie
microprecessing s concelved to cake advantage of the uncertalnty
relation co achiewve opcimal Information processing. The holenomic brain
theory concerns the efficlency with which processing proceeds -
#fflcioncy based on spectral resolucionm obralned by sharpening the
Eunilng of receptlve fleld properties,
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The Holoscape: Spececime, Spectra, and Quanta of Information

The holomemic braim theory is based on the Fourier relacionship. As
noted, Fourfer's theorsm states that & pattern can be deccaposed into
compoments representing the relationships among sets of regular (1.e.,
periedic) oscillagions esch of which has besn further decemposed into
esclllaciens 90 eut of phase. Cosponents encode  frequency,
applitude and phase (che relacions between osclllatlons). These
copponents ape gquantifisd as Fourler coeffliclents. The ensemble of such
cosfficients, when smbedied in physical form, becomes palpable as an
optical hologram. When coefficients of identical wvalue are connected as
in & contour map, the resulting schema is what in the holonowic brain
gheory 15 called a *holoscape®, The conteours forming such & holoscape
are smbodied in the micreprocess of polarizations occurring In dendricic
petworks, thus constituting a sub. and transneuronal manifold.

Further, tha Fourier theorem states that the original pattern can be
reconstituted, reconstructed, by performing the inverse tranmsform. It Ls
this sismplicity, its Iinvertibilicy and linearity in analysis and
{re-)synthesis, which is one of the atrractive features of the Fourler
cheorem. There 1s, therefors, a computaclonal galn leading to better
understanding, were braln preocesses to follew the rules of the Fourler
relationship. Reality ls scmevhac more complex.

Percelved patterns are ordinarily described in space and time. When

the Fourler analytical procedurs decemposes a spacetime pattern Into an
ensemble of components representing the frequencies of escillations from
which the pattern can be reconstructed, the decomposition Lis described
as the spectrus of the pactern. Thus 1) spacetime, and 2) spectrum are
differenciated by the Fourler procedurs whereas in the Cabor relation
they become two orthogonal sets of coordinaces.
Gabor's interest in a joint spacetime-spectral domain stemmed from
telecommunicacion, Vhereas telagraphy dependsd on & Morse or similar
code which was readily seem €5 be composed of discrete elements,
telephone communication utilized the spectral domain. It teck seae clae
te vealize that efficient comounicaticn inm this domain entailed signals
coded as Fourler coefficients. In addition, hewever, signal transmisslen
takes cime. Wygquisc (1924) and Kupfmueller (1924) polincted out that there
is s relation between the race of transmission and bandwidch. Hartley
{1928) formalized this relation by noting that to transmic a glven
"quantity of information® s product of bandwidth x time is reguired,
Hartley's formulacion not only anticipated Gabor but also Shannon: he
proposed that information was selective in that communicatlien depends on
g pre-exiscing alphabet of possibilicies, and further, that cha
selective process is logarithmic. (An excellent teview of this hisvery
has been written by Colln Cherzy, 1378},

Hote that with Hartley, communication and process begln to merge: the
processing of Information depends on communication and communlication
depends on processing. In  communlications syscoms that depend on
processing ic is praccical to ask how efficienc & process canm be in
order te facilicace communication.

Hartley's lav indlcares chat there is a cradecff between bandwidth
and the time taken to process/cesmunicate a set of signals; the greatez
the nusber of freguencies utilized, the more densely cthe signals are
packed per unit time, the less time (or distance along a oedlum) Is
required. This discence-density relatiom 18 fundamencal to mamy levels
of processing in the holonomic brain theory as will become evident.
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Gabor (1946} nocted cthat there {5 a limic to the efflciency with which
a sat of slgnals cam be processed and communleared. This limdt {s due te
a limit on the precision Eo which simultanecus peasurement of speceral
components and {space)}time can be made, It Lls chis limic, dofined 'h:p
residual band width of frequencles and che probabilicy of an eccurrence
within a range of spacetime, that proscribes the eEEiciency with which
the system can operate, IEI effoct, therefore, tha Gabor relacion
dageribes the composicion of a communication/processing channel, and the
tesidual uwhdertainty defines the limits of channel processing span.

Processing efficiency was handlad by Gabsr lm cerms of a measures he
tarmed tha “Legon®, Today we ofcen refer te these Logons as "Gabor
altn&nury funccions™. In Gabor's two dinensional scheme the l-ﬂ'E{!ﬂ Was &
unicary ninfmua. This minimum describes an  ares surreunding Ehia
incersectlon of Erequancy and & cemporal Lepulse (Dirac or delta)
funecion.

Gabor's mathematles paralleled that used by Helsenbarg te describe
experipencal flpdings in the fleld of quancum physics. In essence,
therefore, the mathemaclcs found so0 useful In wunderscamding
relationships In quantum physics wvas generalized ce deal wich issues in
paychaphysics, and Cabor termed the Lepen a gquantum of information. An
ensemble of such guanca, precessing channels, £s deale with by what
mathematicians call a phase space or "Hilkert space®, as Hilbert
nriglmll_'r devised the mathematics wused by Helsanbarg and Gabar.

There are, however, some piltfalls inherent In the Gabor app[-um:h_
Gabor's use of the Hilbert space representacion deals only with sceady
statea, when what nesds co be rvepresented ls a process. The holonomic
braln theory avolds this pltfall by generallzing the GCabor Function and
adharing te the realicy lepliclt im the Fourler celation: thers 1s In
fact good evidence (Pribran and Carlton, L988) that che Gabor alesentary
funeclen can be pushed toward the spectral demalnm (as In helegraphy)} ar
coward che spacecima domaln (&8s Ln erdinary phecography) almsac, LE net
quite, to the limic. Iteratfons of successive applicatlons of the
Fourler cransforsm, such as differences of offser Goussians; Gaussians
times Hermlte polynomlals and, In general, &0 Informational hyperspaces
are thus, in enmplirically determined situacioms {“'E'r Stork and Wilsen),
a better representation of precass than the Cabor represspcacion
(gee &.g.., Welssceln and Harris, L1980; Yevick 1975. Welssceln, 1980).
Scructural (spacecime) constralnts can thus operate not only as Initial
condlelons && In the Gabor representatlon, but alse as ongolng
operations constralning the dendritic micreprocess (Daugman 1985},

The helenomic braln cheeory takes as Les starting polnt  the
description of logons {Gabor elementary functioms) which are compasad af
several receptive flelds. As noted previously, Pellem and Booner (1980)
found adjacent neurons In the visual cortex te respomsd best te gratings
90% oue of phase., These neurons maks wup a coupler, a sine-cosine
quadrature palr. Thus & sodule of receptive flelds esncodas cha
quadrature rtelatfon (L.e., the sine and coslne componencs that make
up Fourler and Cabor coefflclencs). Each legom, that is, each such
teceptive fleld modula, ls & charmel, hccerding te Gabor, the snsemble
af such channels ls a @eéasure of 1Es d-l.l;;n:ti of froedom, che numbar of
discingaishable disenslons or features (e.g., #paclal and cemporal
frequency, dagrees of orlentaciena, preferrad dirsctlen. eoleg). The
sinisum uncertalnty rTaelation exprassed by Cabor elessncary functlons
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sets the limics on the information processing competence of each of
these chanmels,

The holonomic brain theory, by generalizing both the CGabor and the
Fourier thesrsms, allews fer che operacion of a process. In additien,
the theory further develops Cabor's lnsight, and goes on to encompass
ensenbles in which multiple ominima wust be schieved by uncercainty
reductien. The theery thus converges on thermodynamie and Shannon
{Shannon and Weaver 1949) Lnformation processing modes of explanationm.
The next sections discuss these relationships.

The Occam Hetwork and the Beltzmann Englne

Given an ensemble of channels with logen properties, there are as many
minima of uncertaimty as there are channels. This provides the theory
with an addiclemal Impertant root. Becently, Hepfleld (1982} and alse
Ackley, Hincon and Sejnowski (1985} - whoe called chelr sedel & Beltzmann
engine - proposed ioplementations of staclscical mechanics and
thermodynamics in computatienal medels of parallel processing arcays.
These lmplemencations address the problems of learning, memory storage
and recrieval. The thermodynasic processor Le one of several currenc
*comnectionlst® models which are implemented as contenc-addressable
muleilevel parallel ptu-neui'ng AETAYSE, They are thus similar to a
content addressable mnetwork ecalled Oeccam which was developed and
implemented in  our laboratery In the 1960°s {(Splnelll, 1970;
Pribram, 1971).

Oocam describes modules consciscing of corcical columns each of which
iz ccmpoged of I{nput amd eperacer neurens, and of Incerneurons and tesc
cells. An Lonput te overlapplng receptive flelds of inputc neurons becomes
diseributed to the receptive flelds of Interpeurons whicsh Ln curn
conmect to those of operator neurons, The rteceptive flelds of
incerpeurons are twnable - f.e., they adapt and habituate, they have
memory. Each incermevron thus acte like & bin in & computer that scores
the averages of the part of the patterns of inpue te whieh Ll ia
axposed. The ensepble of receptive flealds (bins) stores the averages
pactern, Only when & paccern I8 repeaced does structured summacion
seeur - nonrepeticlve patterns slmply ralse the baseline and average
out, Thus the teceptive Flelds of operator neurons, sensiclwve solely ce
E‘tt'EE__“E AVETARES, aTeE activated only when Lnput patterns are
repaated,

This procedure provides a prioitive Iimpleésentatien of the leasc
action principle: the paths by which polarizations are matched becoas
*shortened® as processing proceeds, This shortening of the processing
pach 18 enhanced by [eeding the cutput frem the operator neuron back
ontoe the receptive flelds of the input cells via test neurens chac
compare the patternm of neural activity in the input and operacor
naurons. When a oatch s adeguate, the test epll produces an exit
gignal, othervise the tuning process conctinues, In this fashion, each
corcieal celumn comes ©e constitute a regien of minims uncertaincy,
Af efigF&m (& memory trace), by virtue of its specific sensicivicy te ane
paccern of neural accivicy.

Each corcieal ecolumn {8 connecced wich others by horizomtal cells
and thelr basal dendrices, which are responsible for Inhibltory
interaccions. Whemaver these herizental eells are actlvated asymmatel-
cally, as they are by direccieonal sensiclve LInpucs, & CespoTacy
structure composed of =everal columms becomes Funcrionally connecced.
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These extanded scruccures on modules are chus dependent for chelr
extant on dendricle hyperpolarizations Lm leecal cireult neurons which
are axonless, and notc on nECve l:pulue gransmission In axons.

The current connectionist msdels have a similac, chough ®sore
generalized arehicecture. They are also composed of chree or more
recipracally acting layers. St cemputes the pattern to bes stored by
taking the least oean square of the difference between the stored and
the Laput pattern. This enhances optimization (the lesast action
principle) by deing avay with the necessicy of raising a baseline as in
the wesarlier model. The recent connectlonist models are thearefore
error-driven and go a stap bayoeng Occam in that Oceanm medels only the
initial cemplace (the "adaptacien lavel® of the response to Limpuc)
which, iIn cutrent connectlonist precedures, becomes the “goal" of
processing.

The chermodynamic wversion of the commectionist models consises of
élements {(concelved to be neurons LInterconnected by synapses} which
constituce amn array in which neighboring elements mutually Influence
one another In a mere or less symmetrical fashion. Ordinarily, tha
genaraction of an impulse {a necve ippulse) is considered a "+% and che
suppression of an lmpulse a "%, A& more neurclogically sephiscicaced
warsion would [dentify cthe "+ with depolarizatien and "-" with
hyperpolarizacion and the holonomic bralnm theery would place the sntire
computational structure Lo the synaptodendritic sicroprocess rather than
in rche iIneeraction among pulsacile outputs of mnpeurons. What s
ilnteresting, however, is that In the computations che "+ and "-° are
ldentified as direccional polarizacions dus te =spin”.

With respece to a directifonal component In the polarizacions
seeurtlng Iin tha dendritic micreprecess, Fribram, Huwer and Barton
{1574) presented a preliminary oucliné of a sedel that can profitably be
encriched and extended on the basls af current knowledge,

Perturbation {in the pestaynaptlc domaln [s a functlen of differences
in distribution of hyper- and depolarizations produced by the artival of
input pacterns. When nelighboring spines become locally hyper- and
depolarized, the effect is to produce & pale of wertleally orisnted
wlectrie dipoles ae the surface of the dendricic membrane which hecopes
supsrisposed on_the horizontal flelds already present, The nec affece
ia to produce electrical polarizaciens which can be comcelved to display
direction (somewhat akin te spia).

The likellhood thae neighboring postsynaptle events form a dipols
conslsting of hyper- and depolarizacion Ls enhanced In those structures
endowved with many axonless lecal clrcult neurons such as the cerebral
cortex. These meurons acfe respoensible for "laveral ichibition™ by way
of ublquipeus connections incerspersed ameng those provided by Input
naurocns .

The contribution of any palr of synaptic dipeles is small, but when
many {dencical effects througout the dendritic mleroprocess are summed,
the physiology of the network is significantly affected, Mot only
adjancent but remocte mynaptic events sum cooperatively and cthe effecta
of such coepperaclve Interactlions have heen compuctationally modelled.
In che holonomic braln chesey, cthe processing model holds chace
computations procesd In eollective cooperative ensembles constitucing
4 holoscaps. The holoscaps 1s conposed of wertlcally oriented dendcieic
spine-produced polarization dipoles embedded In horizencal dendricie
polarizacion flelds, Each dipale is what in quancum physicas L= called
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a pelaren; that is, & quantum elesent In the polarizacien fleld. The
cogputations {m the helomomlc brain theory are therefore formally
gquivalent te computations in the quanta field theory and thus eon-
stlcuce guantum neurodynamics. Once E.El.i.'l:l, however, the caveat: formal
slmilarities do not necesssrily imply that cthe processes ac the neural
level can be [dentified substantively with those deseribed in quantus
physics. The holonomic brain theory does not imply that neural processes
are quantus mechanical, although this is not ruled out as indicated by
specific suggestions such as those proposed by Hameroff (1987).

The computaciens in quantum neurodynamics differ scmewhat form those
developed in the thermodynamic models. In cthe thermodynamic modals
computations are driven by “the princlple of least action®™ ©e ensrEy
minima (Hamiltonians) which comprise an equilibriuvs (Hamiltoniam) state.
In keeping wich findings by Caelll and Hubner (1983}, the holonomic
brain theory substitutes entropy sminima for emergy minima. Experimencs
by Caelll have shown chat ths resolving power of the visual syscem is
determined by Llts spatial frequency resoluclon and not by the
anplitude modulacien of the syscea.

Caelli and Hubner (1983) compared an origimal image with one cthat had
been “filrered® in different ways by & computational procedure, &
procedure used by Cinsberg (1978} to demonsttate the possible ofligins of
a varlety of pearcepoual Llluslons. In these experiments:

"The Fourler rransform is Flrse applied, Average amplitudes
are then determined for each of the specified low-dimsnsiomal
frequency reglons, and sll copposite frequency componencs are
assigned chis value. The Lewerse transform 1s then computed to
reaule in a new Image which should not be discriminable from
the original - Lf the bandwidths are chosen to be consistent
with the Lower bounds ... of approswimacely 5 (orlentaclon
incremenca) and 178 oetave (frequemcy bandwideh). From a
paychophysical perspective, these lower bounds correspond
o bandpass regloms in the twe dimensional frequency demaln
whose elements cannot be diseriminaced.

Wa have computed these rtransformatiens for = vl.r'l,nt_llr of
different bandwidthg, Clearly as the bandwidch approsches
zere, the approximatien te the original Ifoage improves. Form
our resulta with twg images (texturs and face) che 174
seeave width and 10 orientation bandwidech resulc im an
image almost Ilzpossible to diserimfnace from the original.

(This despltes the fact chat) ... the azmplitude coding
reduction ls conslderable ... (The) amplicuds (and so anergy)
coding reducclieog 1z 98,3 percent (1), = (This makas) tcha

1/ octave 10 wide a=mplitude code ... approximacely
60 tines more efficlent chan the baseline (digital) frequency
code {(chat of the original image), "

Such considerations of proceseing efficlency hawve led Daugman {1988} to
reconstruct a remarkably realistic portralt from a ﬂﬂplltt discrate 21D
Gabor transform mnetwork ace only 2,55 biles/pixel. The netwerk was
copposed of everlapplng Gabor elemencary functlons - the entrapy of the
ensenble of pixels s "litcle different frem thac of nolise with uniform
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denaicy since 1t does net explale chale inecinele eorrelaclon
structure.”

The results of tchese experiments clearly Indicate that Ilmage
processing L= & fumcelon of the efficlency of che spectral rasoluclon
of ansambles of Gabor slemantary funetions based on bandwidth and fnoe en
che average aoplictudes of the processes, Average asplitude Is a
statiscical nmeasure of the apount of energy Lt cakes to drive che
process, whereas the afflelemey of spectral resolution (which utilizes
amplicudes coafficients for each bandwidth of fr!q_uq:n:::p:l is measured In
carms of the asount of ordering of energy, Ll.e. eanccepy. It Ls
reasonable, therefore, oo suggest chac efficiency or entropy, racher
than emergy, Ls the critlcal element in perceptual processing: that
sncrepy (uncercalncy) einlma rather than snetgy minima characcerize tha
computational eerraln.

Energy, Encropy and I[nformation

The relacien batween measures of efficiency and measurss of informatcion
{L.a., encropy and negentropy) has besn discussed at length by Shannon
{Shannon and Weaver 1969}, Brilleuln (1962) and MacKay {1969). Howewver,
these auchors came to somewhat different conclusions: Shannon ;qull;ing
the amsunt of AInformation with the amount of entropy, HacKay and
Brillouln wich the amounc of oegentropy. A cemelllation of chese wiews
cones from the holonomis medificacien of che chermodynanic medel. The
conciliation resules in & definiclon of entropy as potential
information: The reasoning ls similar to that which sotivated Shannon.
The structure within which InFermation pmcq:sing oecurs Ls called
uncettalncy. Ic 18 this structure which allews for a measured amount of
information to emerge. Shannon’s use of che term uncertainey can thus be
sean te ba equlvalent to “potentlal Information®, the cerm used in che
holenoaic brain cheory. The argumeant Tuns as follows:

Thermodynamic engines operace o produce a state of maxioun
efflcioncy, L.e., a Haniltomlan state characterized by emergy minlea,
Tha chermedynamle englnes are thus senslitlwe te the encrepy In che
syaten measured as an amount of pelse (heac). Perhaps a more accurate
statement ls that the degree aff uf[lcium::.r [z a measure of the amount of
encropy in the system. In thermodynamics the assunt of eantropy
incarpreced as nolse 15 measured AS CeRperaCure. AL Zere Cempecaturs
che thermodynamic system #ccs like a ferromagnee (i has, at bese, 2
winlma). If Ehe temperature 1 Tes high, the sSystem acts as a "spin
Elass® - i.e,, there are mulcicudes of minfma, For n'pt[nﬂ.l:.r efflelanc
pecformance - 1l.e.. for cptimal informatlion processing - & "windew' or
"handwidch® of melse (measured as a rise In cemperaturs) musec be addad
in. The ameunt and banduldth ls declidsd upon on che basls of crial and
arret (sioulaced anmealing, Hopfleld 1982; Hiacen and Senjowski 1986).
In shore, che syscem canm be tuped co pecform optimally In recognizing
patterns to whleh Lt had previcusly been exposed. Efffclent, Information
pattern matching, occurs ln a reglon betwesn total randomness and Eotal
organization,

Hote that “informative pattern macching” Iz an accive process.
*Informacien” Lls a f[uncctlon of a pacclelpacing processing agency,
ardlnarily a Living creacurs or lcs surrogate. Information does not
exist per se in che abszence af such an AgETCY amy mOTE than sound or
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sight exfsts without a sencienc being equipped with the capability to
select and Interpret patterns “existing” in the physical envirerment.

(shanmon and Weaver (1949 and Gatlin (1%72) have noted that the
efficiency of Information processing Mﬁﬂ'ﬁl mot only oo redundansy
reduction by wvirtus of pattern sacching bue by sctively structuring
the redundancies that charscterize the process. Hiller (1956) has called
attentlon to the Isportance of such structuring, which he calls
*chunking®, im paychologleal processing. Evidence has accumulated co
show that the frontolimblc portions of the ferebrain are critically
invelved in structuring redundancy and thus in enhancing che sfflciency
of infermation processing.

In the same vein, cthe holonomic brain cheory holds thae efficiency in
processing entalls & "polarization paccern path®™ whose trajectory is
deternined by the lease action principle. The Hamiltonians become
gperators {(defining paths) Iin & Hilbert space. In this space the
apount of entropy 15 deseribed as the amount of uncertaincy and thus as
the amount of porentisl informaction, Therefors, the path of
uncercainty reducticn Ls described, as in Shannon's [1949) definition of
an amounit of Informatlon, by a content addressable match betweesn Ewo
paccerns of probabilities, twe polarizacion paccern pathways. These
pActerns constitute twe encroplc domains where entropy is defined as an
at least partially struccured potencial, The amount of uncestalnty to be
reduced is defined as by Shamnon: the amount of entropy concelved as an
ampunt of structured constralne, Ll.e., potentlal Informatlon mnet
disorder. Omly the unit of informaclon is different: Alternatives are no
longer under consideration when this basic leval has been reached. When
the amount of uncertainty rpeductlon achieves the minlsun pessible
uncertainty, this quantity is equivalent to an amounc of least entropy
in terms of Gabor‘s quanta of Information. Thess quanta then form che
basic wunits, che peolarons, in the holoncmic brain theory.

Twa exapples can help the exposltlion of this set of concepts which
has posed such difficuley for thoughtful selentiscs. 1 have an avening
of leisure and wish to cacch wp with my reading of books that have
recencly arrived. They are stacked “randomly®. By this I mean that che
order In which cthe books are placed falls to reflect any eother order
that might be currently rpelevant to me. Randesness does not reflect
disordsr, however. The bocks are structured elemencs and one might wish
to select ome “at random®™ - say one with & red cover, The attributes
that make for a book, for a cover and for a celer must all be present
for we te make that "randes® selection.

Einscein was wrong [n expression, if not In Intent, when he staced
his wiew that God does not play dice wich the universe. Indesd he does,
and has six-sided cubes (ruobered ac that}, or perhaps 10 dimensiomal
superstrings &0 play with. Playing «ith marbles would only get him
Hamileomians: The marbles would accusulate inm equilibrivwwm structures
composed of sinks of least energy., In oy evening's search for relevanc
informacion, in Efnsteln's search for determinate structure, the books
and diee are the lnlclal conditions, Randommess L= & much a consequence
of the structure of chese Ilnicial condicloms as it Iz of the processes
of shuffling che books or chrewing the dice. What is percelved as
disorder with respect to some particular sctivity ordimacily resulcs
however, from the shuffling and thiowing process. On closer scrutiny,
randomness could be seen oo reflect the seructure of the (niclal
conditions as thay becoms processed in shuffling, threwing or selecting
(Pribram 1972, 1986).

175




In the holomomle brailn theaery these inicial condicloms and the
contimuing control procedures which constrain processing, are
“"gertalntles® Ln chelr own rlght, composing & scructure which reflecta
the degrees of freedom ("uncertaineies”) characterizing poremcial for
actlons to be taken In the situacion. It Lls in tha process of shuffling
differane constralning screctures Chat both Shanoen's BITS of
Informacion {reductlions of uncertaincies) and Gabor's quanta of
Informacion (minimum uncertaintias) are preducad.

Thus, amount of uncsrcalnty (amount of serucedurs [n che Infeial
condiclons) and amount of reslidual wncercainty (the resule of
uncertalney rceductlom by wlrtue of the matching procedure) are
reciprocals of one another. If entropy is a oeasure of the amounc
of Inltlal uneercalncy; tha inlcial degress of freedom, then the amountc
of residual uncercainey I8 che paxiouwm amount of information
achievable. In the brain the precess fovelves a mateh between an lepuc
pattern ({structure} and a patcern inherent In the synaptodendricic
natwark by wvirtue of genetic or lanrnin‘ experience. In cthe holencale
brailm thesty, both the Lnput and Inherent pacterns provide inlcial
conditions such thar che pelarization pattern path of the match betwesn
cham L& probabllisgtic. The realizatlion of this probabilistic process ias
axpressead as changes In the probablility amplitwde u-l'.ghl;l.n,; funceclons of
Gabor coefflclents representing synaptodendriclc pelarizacions,

By recognizing entropy as reflecting some deeper structure which
provides a varlety of pecentlal paths for the reductlon of uncertalney
and thus for tha aceretien of lnformatlon, an additional possibility is
presenced for COnvergance among theoretical formulacions. This
possibility can be described as follows: Shannon's definleclen of an
amount of information i3 based en the redusclen of uncertalney. Further,
thege is in Shannon’s informacion measurement theory, the concepe of
requisice wvariecy (Ashby, 19%8). Requisite wariety is an optimizatien
principles which clalms thar the reduction of uncertaincy deavolves on a
cradecff becween equivecaclion and Information density. Equivocation is
defined as the suw of nolse and vedundancy. For cthe holenoale
modification of the thermodwynamic process this would mean that not only
nolse but structure, as {nherent In radundancy (Atcneave, 1954 Garner,
1962; and especlally Gaclim, 1972}, can be added to the system in order
to naximize ef!lclum:y. And redundancy can be structured by experienca
g 8.g.. In chunking. This indicatas onca l;.nin, thac for informacien
processing the measure of efflclency, L[.e. encrepy, denotes not only
randomness but tasic scrusturas.

Daupgmarn (1988) has =mades some addlitlonal obzefvatlions relevant Eo an
informacion theosrecleal sppreach to figural peceptlon. He points autc
that recinal and genlculate processing decorvelaces the optical Lmage.
Daugnan also notes that Gabor prowed that ene could complecely represent
any arbitrary signal by expanding Lt in cerms of ensembles of elemsntary
functions (although he could not accually prescribe a way toe do this).
Daugnan's contribution has baen nor only eo generalize Gabor functions
s ewa dimenslens {independencly achiewed by Carlten in Pribram and
] Carlton, 1986} but to find the method to accomplish sxpansion when the
Causslan envelope s scaled proporcionally according to spaclal
frequency. He relaces his implesmentacion ta sampling in the theory
of oriented wavelet codes.

A Elnal point; Hopfield uses Liapunov functlons In his analysls of
the development of stabilities in newral necwerks. These are the sase
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functions used by Prigogine (1980) to modsl dissipative structurtes chac
pore of less "spontanecusly” develep stabilities far from equilibrius,
As such these processes are represenced by nonlinear equations. As
Kohonen points out (Kohonen and O0ja, 1587) this nonlinearicy depends on
an & priori assumpcion that the netwerk commectivicy be proporticmal to
the wanted stace (vectors). In les inlecial form the thermodynmamic
processer ls therefore incomplete. Brain processes afe to & considerabls
excent optimally self-maintaining and even self-organizing (a poimt also
made by Maturana, 1969 and by Varela, 1979) - and mot subject only Eo the
vagaries of Inpur organization nor to spontanecus, unpredictable
crganizacion. OFf course, occasional spontaneous Lrnevatlve l'inl!l,llﬂ.-
zatioms can alse secur. In mere ordinary eircumstances, Kohonen notes,
whers sypaptic couplings are formed adapelvely (chus contlrucusly Telating
ipput and central stace walues), the output state can relax te the linear
range of to saturatiom. In Kehonen's modsl (1972; 1977} learning cakes
place in the linearized mods. Hodificaclons of the thermoedynamic models
by Hincon, MeClelland, Sejnowski and Rumelhart (Hinten, MeClelland ampd
Bumelhart, 1986; Hinton and Sejnowskl L9E6) have used similar continucus
feedback ("back propagatien”) processss to overcome thes limitations of
nonl inearicy.

Wich respect te perception, these nodels poine te the leportance of
successive Llteraclens of the process. These successive Itaraclonms can
teadily serve an optlmizatiom principle. In the heleneale brain cheory
successive lterntlions are based on BOvERENT which produces
polarization pattarn E‘.ﬂ im cosputacienal space that dezeribe the
efficiency with which pereeptual precessing oceurs, These polarization
pactern pacths are described by the least action prineiple Lin cerms of
mathamatical group theory.

To sumearize: the thermodynamic models f£ic well Ince the frame of
holonmemic brain theory. However, & seodification based on the Gabor
relation needs to be made. In the Hopfield networks and the Boltzmann
anglne, computaclicns preceed In cterms of attalnlng energy mindlma, while
in the helonomic braim theory computations proceed in terms of attaiming
8 wminim amounc of encrepy and cherefore & pawious amount of
Informacien. In the Bolezmann formulacion, the principle of least actlen
leads to a spacetime equilibrium state of least energy. Inm the holomemic
brain theory che principles of least scclon lesads to baximizing the
amount of infermation, defined as an ensenble of minioa of least
entropy., Such minlms, defined by lsevalent contours representing
Jjuneclonal pelarizacions (polarens) of equal walue, can compose &
temporarily scable holoscape far from equilibrium. In shers, the
holoscape is a dissipatiwe structure, composed of ensesbles of logon
channels 1.:|:|1.El'|:1‘..l.1n|‘:1l|r pinima. These ensembles serve as attractores which
define cthe boundary conditions fer further processing. (For review of
the functions of arttraccters see Prigogine and Scengers, 1984.) At this
poine, especially far the cognitive aspects of perceptleon, the theasy
depacts sharply from linsarity.

The holenemic brain theery thus can account Ffor the fact cthat
IuII,-!.ﬂil-H such as primatézs and especially humans are, on occasion,
information (l.e., entropy minima) seeking “informavores® (Hillar,
pecsonal communication; Pribram, 1971).
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Addendum:

These pages conscicuce the core of the £irst tes Hac Eachran
lacrures giwven ar the Unfversity of Albarca in 1986, The entire series
of lectures is to appear im 1990 as & beek entltled BRralp and
perception: Holonomy and 5t:uctu:u_£5 Fiqgggt Frocessing, published hy
Erlbaus Associaces., This prelegomencn to cthe series is included in the
curfent progseedings because &f che many convergences becween the
holonomic brailm theory and symecgetle theory. Thers Are, howsver, Alao
important differences between the two theoretical approachez and these
differences provide substance for Eurcther Inguiry and research.

Pachaps the major poilnt of difference becwesn the owe theotecleal
approaches is with regard to linearicy. ISymergetics Ls primarily
nonlinear while che holenopic brain theory attempts to remain linear
over the range of sensory deiven phencaena. Honlinearfities play che rols
of adjuncts that sharpen the basically linear process. Furthermore,
linearity is often the result of ceoparacivicy among sacs of ponlinear
phenomena. This is brought eut In the formal mathsmatlcal creacmant of
the theory contributed by Kunieo Yasue and Harl Jibu 48 & 88C of
appendices co che conplete series of lectures.

Formally che helooomle braln theory reseshles guantum field theory
which remaing lLinear wncll cholees are made with the ensuing “collapse
of the wave functlon®. With vegard oo bralm processes, mnonlinearicles
become manifest when perceived objeccs becoma categorized, i.e,, becons
alternatives.

A& second major difference between synecgetic and holensale cheary La
that the helenemle bralm cheory has been developed to account for the
resules of neurophysiologleal, nmeurspsychalegleal, and psychophysiecal
experiments. The theory accrued alowly teo accompodace ebservatlon. By
cantrast In synergecics the theory often precedes ohservatlon: che
axperiments are frequently performed to test tenets of the theory. In
shore, the holonomic brain thesry has developed largely as a bottom-up
endeavor ajnnr!-tica has developed, for the moSE part, a8 & Top-downm
ancarprisa. The currant convergence of thesa Ewo sSomewhat diffarant
approaches premises to ferciliza baoth,
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