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Abstract. In a previously reported study (Berger et al.
1990) we analyzed distributions of interspike intervals
recorded extracellularly from cat visual cortex under
four stimulus conditions. Stimuli were gratings differing
in orientation and spatial frequency. The probability
density function of first passage time for a random walk
with drift process, which is defined by its barrier height
and drift coefficient, was used to characterize the gener­
ating process of axonal discharge under resting and
stimulus conditions. Drift coefficient and barrier height
were derived from the sample mean and standard devi­
ation of the measured inter-spike intervals. For cells
with simple receptive fields, variations in spatial fre­
quency produced changes only in drift coefficient. Vari­
ations in barrier height were produced only by changes
in orientation of the stimulus. Currently, the method
used to analyze these data was implemented in a simu­
lation which displayed the relationship between the
interval distribution of impulses, the random walk
which represents the time series characteristic of the
spike train model and the Gabor filter function which
represents the geometry of the receptive field process.

Introduction

Spike trains recorded from visual cortex neurons reflect
three separable influences: J) those, such as the sensory
stimuli which characterize the input to the neuron 2)
those which parameterize the properties of the ensemble
of dendritic activities of the neuron, and 3) those which
directly determine the output of the neuron at the axon
hillock (Pribram et al. 1981).

For a given stimulus condition a dendritic environ­
ment is generated from the excitatory and/or inhibitory
character of the dendritic events. The assignment of a
weighted rate process to the events of this dendritic
microprocess reflects their degree of influence on the
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generating of spikes by the cells being examined. The
neuron is thus conceived as a processor of stochastic
dendritic events which displays its computed output as
the statistics of the sequence of inter-spike intervals.

The cells studied in a previous report (Berger et al.
1990) were sufficiently stationary to be analyzed by the
spike interval distributions. Such distribution can be
used to determine a derived barrier height and drift
coefficient process. The first two moments of the sample
distribution are sufficient to characterize the underlying
diffusion process if stationarity is observed. This prop­
erty is indicated by the time invariance of the inter­
spike interval distributions for a given stimulus
condition.

The analyses made in the previous study indicated
that inter-spike interval distributions change with differ­
ent intputs and do this in a consistent and reproducible
manner. The changes were reflected in the probability
density of the first passage time of the underlying
process. Interpretation of these changes was made in
terms of a random walk with drift model. The analysis
showed that, in the sample of cells studied, the varia­
tion of spatial frequency changed only the drift co­
efficient and that barrier height was changed only by
changes in orientation.

The current analysis is undertaken to bring the
results of the earlier analysis into formal register with
the functional properties of the dendritic fields of visual
cortical neurons described by the Gabor filter response
(Pribram and Carlton 1986). The Gabor elementary
function was initially derived from the fact that the
dendritic field of a cortical neuron is spatially limited
and that edges produce a greater neural response than
would be predicted by a simple Fourier transform of
the spatial and temporal frequency characteristics of a
grating (Marcelja 1980; Kulikowski et al. 1982). This
formulation was supported by the finding that neurons
within the same cortical column respond to the cospec­
trum and quadspectrum i.e., the quadrature of the
phase changes produced by the driftings gratings
(Pollen and Ronner, 1980). The formulation was gener­
alized to two dimensions to include the role of
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orientation of the grating in changing the response of
the cortical neuron (Daugman 1980, 1085, 1988).

Pribram (1991, p. 68) has suggested that this formu­
lation can be related to the Gabor filter function which
represents the geometry of the receptive field. The sig­
nature of coefficients that characterize drift rate can be
conceived to represent the coherence among the fre­
quencies of fluctuations of polarizations in the dendritic
receptive field. When these coefficients are cross multi­
plied by probabilities which represent amplitudes,
boundary conditions are determined by the orientation
of the stimulus display. The result is a probability
amplitude modulated set of Fourier coefficients which
describe a class of four-dimensional informational hy­
perspaces such as Hermite polynomials constrained by
Gaussians, of which the Gabor function is an elemen­
tary example.

The following account provides a formal delin­
eation of this model by virtue of a simulation per­
formed on a computer.

The formal model

Features of the dendritic computation are reflected in
the statistical properties of neural spike-trains
(Kryukov 1978; Kirilov et al. 1989: Pribram 1991,
Lecture 1). The simulation performed here is based on
the finding that the dendritic receptive field is tuned to
approximately an octave of spatial frequency and is
selective in its response to the orientation of the sensory
input (Campbell and Blakemore 1969; DeValois et al.
1985; Lassonde et al. 1981). The orientation of the
sinusoidally varying input of the simulation represents
the drifted dark and light bars of the gratings used'
during the actual experiments; the output represents the
interresponse interval distributions actually recorded.

The simulation begins by modeling the relation
between input and output with a fixed barrier height.
At the process origin, Xo , random walk with positive
drift proceeds toward the absorbing barrier at Xu (Fig.
la). The distance from the origin to the absorbing
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Fig. 1. a Random walk with positive drift is illustrated for drift
coefficient II and barrier height Z. The first passage time of this process
generates the intervals that correspond to inter-spike intervals of neural
action potentials. The process starts with a random walk at the origin
Xo' It proceeds to the absorbing barrier Xu with a drift rate determined
by the drift coefficient II. When the absorbing barrier is reached the
process is restarted and another walk is initiated. The first passage time
defines an interval that corresponds to the time between occurrences
of action potentials in extracellurly recording neurons. The analytic
solution for the probability distribution function is shown in the right
hand side ofa, imposed on the simulated histogram for a drift coefficient

II = O. I and a barrier height 2 = 10.0 which are typical for cortical
neurons. b The added structure of the moving boundary simulates the
existence ofchannel kinetics which differentiate different neurotransmit­
ter types. In this case a moving barrier is a function of time and is reset
at each first passage event. This produces a distinctly different form of
histogram that closely resembles measured inter-spike interval his­
tograms from visual cortical cells. The values of the added parameters
can be determined from least-square analysis of inter-spike interval
histograms of extra-cellularly recorded cortical neurons. The case
illustrated in the right hand side ofb is for 2

0
= 4.0, 2, = 10.0, Tu = 12.0

and II = 0.20. 10,000 intervals were simulated for both histograms
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barrier, Z = Xu - XO' defines the barrier height (Tuck­
well 1976). When the absorbing barrier is reached an
event is recorded that indicates a temporal interval in
analogy to the interval between occurrences of an ac­
tion potential in a neuron. The statistical properties of
these intervals are described by the stochastic differen­
tial equation (Kolmogorov forward equation)

ap ap (J2 a2p
aT = - j1 aX +2 ax2 ( 1)

Excitatory glutamate receptors could be involved in the
suppression of non-optimal spatial frequency. However,
an additional mechanism would be required to account
for orientation selectivity (Ramoa et al. 1986). This
additional mechanism has been demonstrated to he
GABA related (Sillito et al. 1980). Thus, it is possible
that glutamate receptors in the synapto-dendritic recep­
tive field determine drift rate in our model while GABA
determines the (barrier) height of the moving boundary.

The drift coefficient j1, barrier height, Z, and the mor­
malized variance parameter, (J2/2 = 1.0 characterize the
probability density function of the first passage time of
random walk with positive drift which is given by the
following expression.

Z {-(Z - j1T)2}
P(j1, Z, (J, T) = M: exp 2 2T (2)

v' 2n(JT3/2 (J

The mean rate for this process is given by

The Hodgkin-Huxley model has been found to yield
the Kolmogorov forward equation for a variety of such
noise models of input currents (Tuckwell 1986).

A modification of the model using a moving barrier
was then implemented. This modified model resulted in
interspike interval histograms that more closely resem­
ble the measured data from actual neurons when com­
pared by least square error between the simulated and
the experimentally observed interspike interval his­
togram. The barrier height in the modified model is
time dependent and is reset to an initial value of Zo at
each occurrence of an absorbing event. This modifica­
tion to the process is seen in Fig. Ib and is referred to
as a moving barrier model. The barrier height for this
model process is determined by

This added structure is motivated by the following
observations. The barrier height can be considered an
analog of the dendritic membrane potential and is reset
after each depolarization. However, a consequence of
channel kinetics is to produce a characteristic time
constant, To, for this reset process to be achieved.
Whole-cell noise analysis has found a time constant of
a single exponential fit for glutamate receptors of ap­
proximately 5 ms and approximately 20 ms for GABA
receptors (Cull-Cand and Usowicz 1989). Other investi­
gators have found similar values in different prepara­
tions (Barker and Owen 1986). Membrane potential
shifts have been found to be associates with GABA-ac­
tivated channels and their associated chloride reversal
potentials (Williams et al. 1989). These features are
incorporated into the model as shifts in the barrier
height parameter and result in the observed signatures
of orientation change resulting in barrier height shifts
from presumed GABA mediated inhibition.

An explanation of the interaction of spatial fre­
quency and orientation on the response of cortical
neurons can now be made in terms of these findings.

The drift coefficient and barrier height parameters as
functions of spatial distribution and orientation will
now be shown to be consonant with the Gabor elemen­
tary function. The analysis is based on the assumption
that the inputs to dendritic receptive fields are trans­
formed into a specific drift coefficient and barrier height
that in turn produce a characteristic configuration of
neuronal-spike interval histogram.

In our previous study changes in spatial frequency
were indexed solely by changes in drift coefficient. While
change in barrier height is determined only by orienta­
tion. Here an indexing method is used to simulate the
same model of influencing the distribution of the output.
A ten second sequence of intervals is modeled by an
algorithm that simulates the inter-spike intervals by a
random walk to the moving barrier. The overall be­
haviour of the model can be seen in effects of orientation
change (Fig. 2a) and change in spatial frequency (Fig.
2b). The effect of non-optimal orientation on spatial
frequency tuning and non-optimal spatial frequency on
orientation responses are seen to reflect measured char­
acteristics (Webster and DeValois 1985).

There is thus a constant set of parameters for the
barrier height for a given orientation; the drift co­
efficient is generated from the spatial frequency. The
variations of drift coefficient and the orientation
parameters for the barrier height are shown in the
following equations

Zo((~) = 2.0 cos(181- n12) + 3.0 (5)

Z,(8) = 2.0 cos(181- n12) + 3.0 (6)

To (8) = 7.0 cos(181- n12) + 8.5 (7)

j1(8,f) = 0.2 exp( -2.08 2) exp( -4.0(f - 1)2) (8)

In these equations, the inputs are temporally fixed
and a continuous stream of outputs of inter-spike inter­
vals are generated by the model neuron. The calculated
drift coefficient and barrier height values are than used
in the simulation to generate the interspike intervals
that constitute the output. Different spatial frequencies
of input are used to produce different response rates for
different normalized input spatial frequencies. Sur­
rounding flanks simulate inhibition by decreasing the
incremental value of the drift coefficient for the edges of
the regions examined. This reflects the spatial property
of the receptive field and therefore selectivity represents
the orientation in our simulation. The j1 parameters of

The Gabor function

(4)

(3)
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each neuron are thus determined by the center­
excitation, flank-inhibition configuration of the Gabor
filter function.
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Fig. 2. a The model output for the case of variable orientation using
the model described in the text. Two additional cases for non-optimal
spatial frequency are also seen. The tuning curve is characteristic of
one type of receptive field in the visual cortex. The variations of the
barrier height with orientation change are given in the text. b The
drift coefficient of the model neuron was calculated from the filter
function of the Gabor model. The normalized spatial frequency of 1.0
corresponds to the optimal case of best alignment at the characteristic
frequency and yields the highest drift coefficient. This results in the
highest rate of output interval generation. The response of the filter is
seen as the average rate of the unit outputs for the normalized spatial
frequency. Two conditions of non-optimal orientations are also illus­
trated in the figure


