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AHHTHAE‘T This article is an exposition of the view uhat the complexity of
hl-ulﬂill‘-ll ayslems permits iafessie (a8 opposed Lo exiersive] reseasch on on Bny
level, Sph:lrcnrl]!l {i] new vigws onlstraefumal informotion fheory used to compare
the efficiency of sensory systems in messuring the thenretically derived maximum
amount of infesmatian in the sensoey envitanment, {ii) the concept af the broin
syatem involving Lhe amygdoloid complex and the hypothalamuos as & coupled
harmonic oscilfatar wyatem, and (i} the concept of the cerebral corlex as an em
inderferameiric (holegraphic) siructure, re oullined,

I. Introduction

Review of Philosophical Basis for Study of Complex Systems, If a research
physiologist attempts to understand the reason for, and suitability of, a
sunsnr} system in any animal, he immediately comes up against the need

i “lg r some criterion or measuring yardstick against which the sensory system

an“ba? mdtched. The biophysically oriented reaea:cher s more likely to be

‘ ._ o .,f, nrm%mted vy such Guestions] rathier than a desu-e fnr ser&lidlpltuus discovery.
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‘The advocacy of a resedrch plan or platform 2§ -opposed to research for
distovery’s sake has been made by Cranit.' It shall be assumed here that
unﬂerstandmg. rather than discovery of new facts, is the motive of the

'hmphyslcnlly oriented researcher.

“Gven these motives, it follows that same form of abstract theory must

‘guitle 'research - in the case here considered: research in sensory physiology.

Recently, lherall* wwhbulated the types of scientific method: inductive,
deductive, diamectic, mystical, pragmatic and abductive. Intended for the
render motivated by “why' type questions, this article advocates. the
mystical approach in which some central principle is taken as the unifying or
explanatory principle behind many facts and systems. Lest the reader shy
away from the word “mystical”, | shall point out that the current beliefs
in & natural world which is symmetrical, which can he described in a
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mathematically elegant way and the engineering of which = the maost
parsimonious, are all mystical beliefs. This article on sensory systems is
intended for the scientist who agrees that such beliefs or beliefs like them
are at the core of his everyday research activities.

A distinction thas been made’ between “intensive” and “extensive™
research by Weisskopf,” [ntensive research is oriented toward the formation
of fundamental laws, whereas extensive research is oriented toward the
explanation of phenomena in terms of those-fundamental laws, 'According
to this view, the smount of intensive research being conducted at one time
is-always much less than the amount of extensive research. Anderson®
who opposes the view that only astrophysicists, elementary particle
phyzicists, logicians and mathem::tmmnsan a j’ew l:'_lth;ers cqnd_:::ct intensive
e ¥ :&nh ‘has, nﬁiﬂm “ﬁi rlhand‘gﬁu N o] %Ee;ml‘dc‘mwntem the

i hole. 'hF-Eﬂm'.‘-h “hot-anly: more. Wb ey i e JfrGmi the sum of
LY w - a view. uﬂ-_néhm n"éitaréri‘njé% ic: t"'r“jgg_ is g kymmetries
% and-laws formulated ‘ata very molecul Jitedithe J ental

laws, may be broken at o higher macroscopic Tevel ™ igher macroscopic laws

have a property of “emerging” from the laws of a molecular level and
surpassing them. From this viewpoint, relativity theory could be a
“macroscopic  theory” and MNewtonian physics a “molecular theory”.
As one progresses [from molecular events to macroevents, the amount of
“broken symmetry” implies incressed complexity and, according to
Anderson, this increased complexity may be described by fundamental
laws at any level, thus refuting the Weisskopl notion of intensive research
as Lhe calling of only a few. '

In the same vein, one -may claim th.:nr. intensive, research is conducted=
must be conducted—in biophysics, :because the complexity is ordered by
its own fundamental laws. By an immersion.in. the known data, and with
the desire Lo subsume a mass of observancesunder one or a, few-laws, one
searches for a belief—a mystical belief—which ,wd.l.;p_tplmn the all too many
facts. We shall stress here this working method. -

Tuming now to the subject of empirical. stud_-,- nf- thm article—sensory
systems—one may hold, as a working hypothesis, to: the simplification that
nature consists of, in one sense, forms of information, and that the sensory

i s}lst.ems of animals ‘measure: ;sp-e{rla}:-l!' ‘thiose !'urrnst -Hgﬂg', q&enst;lry system
- ‘J:ransrmm o cnmmuml;ates informationt alonghpa way's 1, higher order
Lpeng:r; in“the central ndrvius «Eyﬂemﬂﬂynﬁuuh & .Iﬁ?n:gsppr_j. function is much
‘less- important a problem’ thin I:J'Lemne of pr edqﬁ[hﬁm‘tnnnul:mn]
Having adopted = mystical beliefl in the form uI' nnturn*dEuIL with by a
sensory system—ie., its informational aspect—one has o vardstick, or 3 ruler,
with which one may gauge the ability of various designs of sensory systems

to fulfill their purpose in measuring nature’s informational structure,
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co1; In the attempt to describe nature as an information structure, one has
presently an intensive research problem.® If the requirements of industry
and society were extra-sophisticated in their need for information measuring
«devices, such a research orientation in this case would be merely extensive

wwand not intensive, The ability of a biological sensory system to measure

wexceeds the ability of present day theory to describe.what the system is

smeasuring. - In order to understand sensory measurement, the author has

- found: it necessary to develop information theory a little, or, in other
words, o éngage in intensive research activities. We shall examine below
.three: :mystical; beliefs which lead to testable hypotheses guiding research
in sensory. systems: (1) the beliel that niature—in one sense—is an information
structure and an animal’s sensory system measures with varying degrees of
accuracy that structure; (I1) the belief that sensory systems of the “internal
environment' of veriebrates, involved in the dynamic motivational processes
of the brain, are part of a coupled harmonic oscillator system; (III) the
belief that the registration of information from sensory systéms is engineered
in the most parsimonious way, ie., elements of the cortex are multiply used
by various informational inputs.

1l. Information Structure

An interest in information structure lesds one to the quantum
analogy definition of what constitutes the smallest element having the
ability to resolve uncertainty about a possible binary choice (A. Landé's
original suggestion mentioned by Stewart,' Koch,' Gabor,)? Brillouin,'®
Kharkevich," and Pimonow'®), The early definition is that Af At = /2,
where- Af is signal bandwidth and At is signal duration, describes the

: n'r'_casm'_l.r minimum element. Such an elementary signal was called a

i loggn: by Gabor.'* . However, such a definition permits the signal center

" frequency f, and center duration f, to vary. A later definition also
requires a further informational quantum:® fo.t, = 1/2. A complete
informational measure which is a Hilberl space representation is obtained
for aa*, where o = Af At + § f,.0,!" The Hilbert space measure, aa*,
& a measure of energy distribution inhomogeneity and will indicate the
number of degrees of freedom in the equations describing the system
producing a signal as well as summed information measures.'” The Hilbert
space measurt will thus distinguish between the timbre of, say, a trumpet
and a violin, as well as between a violin and a cello because the equations
describing such systems differ in the number of degrees of freedom involved,
More importantly for physiologists, such a measure {oa®) should correlate
with events at the basilar membrane.®* This measure is proposed in
formulating a testahle hypothesis about the basilar membrane.
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This way of representing informition observes the belief in symmetry
and hes certain practical applications. The following is an example.
Corresponding to any number of characteristic functions describing a
system, there are expressions (Af At), and (£, ¢, ), describing the distribution
of energy (and thus information) in the system. Let us take four examples:
(i} in which there is one characteristic function describing the SWSLEm;
{il} in which there a=e two; h.iﬂ in which there are three; {iv) in which
there are n.

Thus, in case (i) we might have (AfAE), = ZiAfAh = 1/2 fora
minimum value. In case [ii) we might have (AfAL), © + (oA, =
LALLM = 12 for a minimum value; where (Af At), = 3/10 and
fOf&kly = 2/10; or (Af.Af), = C2/10and (Af Ae), = 3/10; or any other
combination, proyided, u.fﬂf% !P.:",:.{:r.1 III]i case {;m] we might have -

H(2 -MJ. * PO BE A AL T - fiqm minimum value
“Wihere (A &), =" um and (47 £ aw, a’f )
J1/10 and (AL, = (OO, 55 L5 DAY Jirdrand (af.0¢), =
I"N Ab); = 1/5 of any fn“mhtnnhcln pruuuie,:i,_', f '.E,["'-?f-'ll'.-“i In case .
(iv) (AL AL, + (AF AL, = E FOF.00), =" T/2 withi & any ¢ombination nf
fOf &2), values. A similar treatment can apply to the relation f,.¢,.

One can continue the explanation on' into physiclogy: -5 " at the basilar
membrane a traveling wave occurs with, uud:lh:nr stimulation which peaks at
‘a place corresponding to the frequency of that stimulation. “This peaking
of the traveling wave is presumed to mechanically excite hair reveptors.
From our point of view, a Fourier transform is performed on the incoming
signal. In cases (ii), (iii), and (iv) the center frequencies, [,, of each
(&F &), may differ. Then different places’ on the basilar membrane
are excited; yet when I fAFfAL) = 172, Le., 5 minimum value, the
information content would be similar, as the minimum value is equivalent
to one bit of information!® Even when not at its minimum value, as will be
demonstrated below, the different dispersions of excitation would still be
redated bo similar amounts of information.

The eigenvalues of the equation describing the system in which the
energy of ‘the signal was first stored or. dispersed are correlated more
accurately with the true situation at the basilar membrane. Suppose, for
example, that (AL A1), + Jf.l'a baly. = I‘-'f'fﬂ'-h?:a Ey Mo tody = 1/2 + j1/2
(Lot ZAOLOL, + Jifarbol = T & in; mﬁnﬂm % o5 1y2and aga,® =

< [129nd Z,00a* = I thuul-l:l he’ that fp,- 2, 7 ez then toy = 125 m,

AF, = 1000 cycles and Af, = 500 jis; ;E.rh i ﬁka thent = 83 ps,
Afy = 2000 cycles and A, = 252;.:5 J;'nlqw-mmpu.rgl. :hjs case with
(ALALY + [fately = 374 + j3/4 and (AEOL): "+ (fat)s = 174 + j1/4
lie, Eiof8t) + jifa.do) = I + jI as before]. . The situation is different,
yet l‘-hE number of logons is the same. Bui-in the second instance L, e * =
5/4. whereas this measure was 1 in the first |n_=.t.'am:e Similar-demonstrations

exist for differences between symmetric functions of differing ‘degrees of
freedom.
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.- We see that the auditory system sppears capable of measuring a
._quntUm of information defined as Af At = 1/2 and® [, t,= 1/2.  Now
we ask of the Nless eft‘JcJenr. gystems. F.;:r example, suppose there are
mrm:; sysl.ems _which ca:mut measure to that fine grain of analysis; ie.,

mppuae A At > 1/2 and f,. I, > 1/2 for. some sensory system, 'H'hu.t-
constitutes an informational quantum for such systems? In answering
these questions, we n.ay observe that the modulating envelope for the
Af At = 1/2 signal is a Gaussian shape and is the first of a series of confluent
hypergeometric solutions to the Hamiltonian for a harmonic oscillator.®
The general solution for guantum information forms is: AfAF = f,.0, =

1/2{2n+1).  Less efficient systems may measure solutions involving a
higher order polynomial which would imply a fuzzy picture of nature.
Some elementary signal forms are shown in figures 1-4 with the first
madulating envelope shown giving AL & = f,.0,= 1/2

As an example of a sensory system which measures only a fuzzy picture
‘of ‘nature, we may take the electric sense organ of the fish Grathonemus
petersii.  The transmitter organ of this fish generates short pulses of about
200, psec  duration of frequency range 1-10 kHz and at a rate varying
between 0 and 5 pps.' A wvoltage of about & volts p-p occurs between
those points of the skin of the fish through which® electric current flows.
The field around the fish due to this electric current is similar to a dipole,'®
The: threshold field strength is roughly proportional to the distribution of
mbrmyromasts, the supposed receiving organs of the fish. At the field's

' ma:-:iﬁmrh. the electnc field voltage intensity is 0. T mV p-plem; the value

i 'of -tﬁ(r I'.-'hrﬁh::ll-l;l Tield vu1tage intensity 'when the fish is exposed to a
hl:-mugune-uus field parallel tolits axis is ibout 0,2 mY p-plcm. When no
obstacle is-in I:J:ur environment’ of the fish, its transmitter produces a primary
electric field strength of about 100 mV peprem. ' Clearly, an elementary
signal wilth modulation involving a Gaussian wave shape f[ie., 0, (x) in
figure 1] is not used in this case, as elementary signals above 3 kHz are 166
psec in duration or less [ for D, {x) and Af At = f,.1.= 1/2) and [lar below
the 200 psec observed by the fish in this frequency range. One must deduce,
therefore, that the guantum of information for Grethonemus pelersii is
either a signal with modulation involving polynomials higher than D, (x ) =g
Czaussian shape—or that the pulses emitted represent more than one quantum
of the theoretically minimum kKind. As no pulses of appreciably shorter
duration were observed, one must conclude that elementary signals greater
than those involving a IY, (x) modulation are used by this fish.

Other investigations might involve the sense of touch. Oscillatory
stimuli can be applied to the skin.®" Therefore, definition of a tactile
stimulus in terms of bandwidth and duratien is also possible. An investi-
gation could then proceed to empirically establish the minimum guantum
for the sense of touch.
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Finally, the analysis presentad here has applications to the investigation
of information storage in the brain: In the case of the theoretically minimum
quantum, i.e., Af At = f,.t,= 172, an electromagnetic field represents as much
information as there are states of the field. Of course, biochemical events
will influence the electromagnetic field, but the exchanges of brain and
environment in terms of sensory messages and motor effectances are
electromagnetic processes, i.e., the physiclogy or function is electromagnetic
even if the structure is biochemical. The storage of information in electro-
magnetic terms becomes of central importance when the brain is considered.
Units of Measurement: 1 shall consider now the fundamental nature of the
units used to describe signal dimensions- From our point of view, four
signal dimensions are required to unifuely define an electromagnetic signal
in informational terms."® These four signal dimensions are: signal natural or
midperiod (I, ), signal ‘duration (At); signal average or midirequency (f, ),
and signal bandwidth [Af). Theu umts mqrespzeutn[nly siecum:i.'i,l'cfcla
secands, cycles/sec, %}{I[{-‘[eru and-ey A EEEQE :dei_ ’ei:l bnl.h

ke

‘méasires of a rate of su:r:ﬂ-s-ﬂ-u:l-n i Tovolve B aequan
of functional analysis, The quantities 'At° and "Af” which are d-_:fmed OVer
the “sec' and “ecycle™ domains, do mrol measure rate or succession and
imvolve an infegration space,

Bandwidth {pycle) has no real representation in the time (sec/cycle)
domain—except by the bounding relations of an uncertainty product—and
hencé no real representation in the “second” domain, It is possible for a
function to be defined in the “cycle' domain alonerand signal bandwidth
i ofthis neture. Association with circular functions which do have both a
frequency and time domain referent and representation has obscured the
stngular nature of singnal bandwidth. Tha use of Fourier methods introduces
a clreular function redefinition and conceals the fact that prior to trans-
formation no temporal referent existed. OF course, Fourier methods always
presuppose infinite time'*—and it is just this prﬂuppﬂmth}n which should
be guestioned.

An example may be of use: a hnu.nd'mdﬂﬂ 1]-!' sy, 20 cyeles iz not a
rate, ie., the units used should not be Hertz; as the upper and lower
bounds of the bandwidth may refer to180.200 Hertz, or any other numbers
with a difference of 20. It is, therefore, ngcessary:to know thi average or
midfrequency ‘(f5) of the signol before the ul:lpu'r and lower h-::u ds of
the bandwidth l’measurejjim Hertz) “1“ e sp LI-'hu.q:rL ?—}m:nbdmu. this
.-:r::m:nzpl;:n::lni -handmdih s only Indu:%l:jlj.r. Equﬁ%d#&eﬁépper 1s|gi;|ul fre-
" Guency passed minus the lower signalfroquenty’ pass It {5 necessary
to emphasize this observation lest the result of such a subtraction be
erroneously conceived to he measured in Hertz.  This would then be
contrary to what is generally meant by bandwidth - as the term is not
used to convey the idea of rate or speed. Thus, although -bandwidth

— g T T it e
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T i s AT S

15 not a rate measure, the signals passed through a bandwidth do haw

a rate - they are defined both in terms of cycles and seconds. It is, there

fore, more than easy to fall into what | claim is an ervor of defining the
bandwidth by the upper and lower frequencies passed.

Given that there are [our (non-independent) dimensions to amy

. electromagnetic signal, with two uncertainty relations relating these dim

smni*"‘;{m Impi:ﬂa,tinn is that ,dn.:.r glgcunn'-'agnetlc field must be des

. _---*;IE-.# I'j“r'lv'!ﬁ;%r:r|l:na|:| s:malui:.r it !ﬁ*? *

11, Coupled Harmonic Oscillators

x':é'-.!' To a certain extent, one may-conceive the vertebrate nervous system

“as a third en tity keeping equilibrium against disturbances from the first and
second entities of the external and internal environments. The inputs from
.the external environment are accepted at a structure called the hypothala-
mus - an “internal environment sensory system™. ' The problem, then.
is to understand how these two separate inputs from the external and
internal environments are reconciled within the third entity of the brain
alone. The hypothalamus does not receive direct information From the
However, it projects to and receives from the
basolateral division of a structure called the amygdaloid complex, whick

' does receive input a little more directly from sensory systems. The huﬂ.

lateral division of the amygdalod complex is a multisensory system.™
Thus, an input from the internal environment - such as blood sugar
level falling - may result in an informational input from the external
envircnment - such as the sight of food - being treated in a different wa:
than if that particular informational input from the internal environment
did not exist - i, «., the animal were not hun H.Hr:'nrlng for discrepancies
i ng nputs; Ercm:[ the Ext‘emH ;lrld al’ environments - just
ifte -AE;EII%.{I aod- sugu-dneﬁ not;, m'rg;me!ijate]}- Jrgse to acceptable levels -
AMYE oid anpfgx ‘hypothalamic system may be viewed as twc

:'bi:rrrilplﬂd harmonic oscillators. ™' The hypathalamic activities are periodic

'mnespnn-:img to the rise. EL'I.-I:I fall af guantities in ‘the intermal environment

! ':ﬂl"lduﬂ'l'-'e to the survival -D-[ the organism. The basolateral division of the

amiyedaloid complex is also in phase with this hypothalamic cyelic activity,
placing “walue'" on the sight of fooc
wben the animal is hungry (and thus motivating the animal) and reducing
!J:Ji:. “yalue™ when the animal 15 not. Indeed, one mighl say that the hypo-

thalamus is concerned with the primary needs of the organism, and the

amygdaloid complex with the secondary or derived needs or incentives,

After the amygdaloid complex is removed from an animal, the
animal displays behavior which, among other aspects, indicates that in
‘centives are “frozen' - food aiways tastes: good no matter how much is

" eaten.® On the other hand, without an amygdaloid complex, the hypo-

=
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thalamus cannot signal the needs of the inteérnal environment. Thus, if
the food is not visually present, an animal with no amygdala will tend
not to engage in searching activity. It is a cnse of “aut of sight, out of
mind". Thus, il food is visually present, mrEEEEI;trtg occtirs; and if food is
available but not present to the senses, undereating occurs. This paradoxical

behavior vis-a-vis the-animal's physiclogical needs can be understood by the
~disjoin of the two coupled harmonic oscillators aforementioned

IV. Holography Analogy

Brain research over the years has used some of the advances in
models. At the turn of the century, whe“n ‘telephones were a novelty,
the central nervous system was considered ‘to function like a telephone
switchboard, Mow the brain ad.}peﬂ:s to be. mudt:h-,mnrqfﬁeleganltjr engi-
neered than any tg'h!phu-m!' ntsm p-l-emn‘{ff e 'rﬂﬂenth'“. It has been
established: ‘ that. _,thg i'neumj'i slements o i 7th fﬁ yral: t-fEre multiply
used-?sc:ﬂndffpﬂrfwtp‘aﬁlmihe*egl ﬁ" : "mthan being
Swidespread interedt in holo-
graphy or the registration of all the information contained by light waves
on some Kind of photographic storage material has inspired some writers,
including the author, to adopt the mystical beliefl that the cortex of the
brain functions in a way similar to a (lemporal) hologram. ™ ™**

The following argument may explain the author's adoption of this
beliefl. Consider the most elegant, the most parsimonious engineering for
a structure able to register informational events; then consider the positional
registration that occurs when a solid structure . such as 4 pebble - disturbs
in one place the surface of a yielding analog -quantity - such 4% a pool of
wnt.er The local disturbance will - after some, time ]a.pae be ,conveyed
by waves to all parts of that analog quantity. The analogy is t.hal positioning
of the disturbance in a pool can be provided by anatomical specificity of
connections to a cortical structure (i. e., cortical “wiring"'). The cortex,
as an analog “pool” of electromagnetic energy, has 8 determined input the
place of which conveys specific information. "™ There are sufficient latoral
interconnections in the brain as well as the. possibility of electronic
spread for the initial disturbance to spread to other areas.

A major problem in the analogy arises because there. is -nor viewer
of the electromagnetio: pm:rl who canwjudge lI;;at ::n!;-gdliturﬂnn:i&' oocurred
‘at time ¢y from g pnm:a;'..' mpur.“hu,g 'ﬂytl: :I. ||:I!ua¢urhanu,t atl the
. same spub-wuﬂ-écurred*fnt“twe i} * Eito.an- mpur: t.I intne, diftance Trom the

~point of observation because of lateral E‘FI'I'E'.I].d ":L.tr eniable-these eveits to be

registered separately but without the need for a viewing homunculus, the
belief can be entertained that the indigenous rhythims of the cortex pro-
vide a temporal gauge. | shall call this the problem of stimulus identifica-
tion - with which, incidentally, the telephone switchboard belief was not
plagued. - fiooo
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© visual.;somesthetic (i.e

Let us develop this viewpoint, Structures in the auditory pathway
‘are arranged “tonotopically”, i e, for a particular frequency of the
stimulus there is a particular place in a structure: at which neurons fire
maximally to stimuli at that frequency. 3 On the other hand, nerve fibers
are able to-follow"” a frequency stimulus in phase by firing at rates
commensurale, with a direct neural representation of the stimulus in the
time domain, This ability has been: called “peural mlleymg , but does not
seem Lo occur ok frequencies above 4.5 kHz. Using the pool analogy, the
tonotopic arrangement of the auditory pathway indicates that separate and
distinct pebbles are thrown into the pool corresponding to the separate and
distinct center frequencies of stimuli (f, )" Thus, a Fourier transform
representation is obtained but only (i) of the frequencies (cycles/sec);
(it} on the cortical surface; and (iii) by neglecting temporal patterning.
 The phase of the sensory signals can be coded in two possible ways.
It7is known that [i) neural volleying can represent the phase of signals below
i 4.5 kHz;* (ii) for sigmals at all frequencies a “coincidence detection' neural
coupling might signal phase. Sueh a neural coupling has been demon-
“strated:™ The latter occurs when the separate inputs of two neurons — the
"fififig of which are out of phase and which lead to'a third neuron — are
“arranged anatomically such that a discharge from the third neuron is only
triggered when the two separate inputs are separated by a time interval
‘(giving phase or absolute time differences independent of frequency).
This delay can be arranged either by delay lines involving synaptic gaps
which take time for an electrical charge to cross, or by slowness of passive
electrotonic spread of the potentials in the third neuron elicited by the input
from the first two neurons from dilferent time sites, which ultimately
trgmer 4 discharge.

i) ible, way in which stimulus :r.ln-_-ntlfn:atmn occurs would be if an
inhérent cortical rhythm, were: ta he triggered by an iiput on its way to the
cortex such that any .*-ucr.'Eed:Ing stimulus would be affected by an excitability-
inexcitability cyele. Suech a rhythm has been demonstrated in the cat cortex
to be of 100 msec duration.’™* A pacesetling occurs in the moderately
mil.hrem.ed cortex when gross evoked potentials are recorded - presumably
n-EcLlﬂmg by passive volume conduction because no spike discharges from
single cells are recordable in this state of anesthesia. Just how these passjve
potentials are related to the sctive electrogenesis of single cell spike
patentials remains a mystery,

If stimuli are applied to the cortex of a moderately anesthetized cat
cortex. in pairs, one directly following the other, whethor they be auditory,
., concerned with the sense of touch) or even direct
- electrical stimulation, and cortical evoked macropotentials are recorded,
the amplitude of these evoked responsed differ. For example, with stimuli
separation beélow about 100 msec, the second response amplitude is a frac-
tion of the first; with stimuli separation approaching 104 msec, the second

.T W Barrete Eficien v o) Sewsary Fustomsg 187
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response approaches the same height u__.'!_.ﬂia-‘n';':rr{t, of there may even be an
overshoot or heightening of the response amplitude to the second stimulus
around 100 msee stimull separation, These éffects are, howaver, very much
dependent upon the level of anesthesia, The percentage of the second res-
ponse amplitude with respect to the first is known as the recovery eycle,
In the moderately anesthetized animal 'I‘.he reficular formation of the brain -
which is a kind of aclivating or m::hl':.ring n:.rsfqm for the brain, among other
things - is not activa. The. thalamic nm:leu, thmugh which sensory input
must pass on route to the cortex, is active. . Thua it could be that here we
have the trigger of the cortical pmmaker sfu:l‘.&d in the thalamus by the
sensory input on ity way io the cortex, The result is a cortical rhythm
which - because of the 100 msec periodicity of relative inexcitability -
enables a temporal indentification of incoming signals. Thus, the sensory
input can be identified (after Fourier tl'umium':nl:lnnj a8 :Fcurrmg at a
certain cortical pusmnn {with h-el.ght uf‘ﬁ&ntmgﬁs* EH'EI‘LS say, ).
Also, the sensory input can be I'ﬂ'l.!nl.lf_EI:' oruRiguel l;iﬁered.-aa DCCUTTING
it 8 certain er;h:n.l: position :BIL%I prq'l-*;_éy_':,-mpu &Ewﬂpﬁltmn [ with
height of potentidl § — T, where T indicites the coraEal nexeitability) or
as oceuring at another cortical position after a previous input at that
position (with height of potential s-t). The temporal coherence of cortical
excitability-inexcitahility tripgered by sensory inpul to the cortex thus
provides a form of memory for identification purposes and for possible
stimulus integration. e

This cortical rhyithm of 11]11 st prundEsm temporal coherence and
interferes with the incoming signal. As the rh],r_lhm involves analog waves
and produces zero to 100% excitability within the 100 msec, informational
coding ability of such a rhythm is not restricted to any limitations based on
digital reasoning. § g

There appears to be a great I:IE:I? of ewden:e i.hal l,ms neurn] mecha-
nisny-exists.?” The duration of 100, msec. appeu.rl m,l;rf-_ a critical period in
mammalian cortical physiclogy.  In e]e::tmem:epha!ugruphy (EEG) or
the recording of massed potentials from the scalp, the alpha rhythm -
which oceurs when the subject's braln is relatively inpetive - is 10 Hz, thus
involving a period of 100 mssc, Investigators studying the ability of the
thalamic nuclei to “pace’ the cortex in acute animal experiments have also
noted to influence of this period. Cortical neurons are 'paced” to fire at
100 msec intervals when thalamic I'I.-euruns are Elﬁﬁgl_'itniij.& il;imut&l.el:l Analog
postsynaptic potentials in thalamic nelrons nlq@ appEa: <R, lna.'t ford(D msec.

Other investigators™ have m::urdm;ﬂml.ra:eliularif.-[mth‘i.n-'r,he cell) from
neurons in the diffuse thalamic nuelei during electrical stimulation of other
regions of the diffuse thalamic system. Stimulation of one portion of the
diffuse thalamic system produces heightened responses in other portions of
the system. It has also been demaonstrated that there are clusters of spikes
isingle cell finngs) which occur at the end of: each 100 msec inhibitory

post-synaptic (analog) pur.enl.ia!_-"‘
| 44 ! I;i_!'-:_il'“\l:'ll:gj_'- Valume 1. 19373
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These characteristic periods of the mammalian cortex thus may
provide physiological evidence of an underlying structural connectivity.
Areas of the brain other than the cortex may have their own particular
rhythm. For example, the cat hippocampus has been demonstrated to have
a characteristic slow (4 to 7 Hz) “theta" rhythm.

Possibly involved in this functional dependence of the cortex on

tlh:lumm: triggering are those electrical phenomena known as recruiting

ok ra-spnr:m and :tu;menrfng responses. Recruiting waves are surface negative

q.rthiﬁ:rﬂlcﬂ] surface with lll:llﬂgL htenw {ca. 16-30, msec) and with a smaller
q'l’.tlfén.:e positive ph-l:h!-l!' nrclﬂm'ml]jf ‘preceding I.nl:l nt‘tan following. Complex
pﬂ]ﬁ]‘i&‘.bﬁ forms are common, They are most Eﬂﬂll_‘.l' elicited by stimulation
of the medial one-third of the thalamus and occupy the upper dendritic
layers of the cortex. They are maximally recorded in cortical regions other
than the primary sensory projection areas with a distribution and morpho-
logy similar to that of spontanecus slow wave “recruiting spindles™ seen in
barbiturate narcosis and sleep.

' Augmenting waves have a latency of approximately 10-20 msec, and
ful!ﬂw the repetitively elicited primary sensory responses to stimulation of
thalamic radiations at the same optimum frequency [or recruiling responses.
An ﬁ-ﬂl'!'l'lﬂ'ﬂllﬂ-i wave is an increasingly large negative wave with a peak
5.15 msec later thanm the peak of the specific response negative wawve.

Both recruiting and sugmenting waves increase the amplitude of
gortical responses to repetitive {5-10/sec) shocks to the thalamus. [t has been
demonstrated that even where the spontaneous rthythm of the cortex is low,
weak shocks to the optic nerve are effective only when they fall in certain
phase relationships with an inherent cortical rhythm which is not aceom-
panied by a potential fluctuation in the record. An interval of about 0.2
se¢ or multiples of this can be found at which successive shocks will be
eguﬂiy effective. A slight change of phase relationships at the same
fn;,?ﬂ'éncy :will. alter the amplitude, of the whole series of responses. A
:Jigfg ]ﬁ;nm& of frequency will cause an alterfiating slow increase and
decreueq -:uf gucgessive responses in a manner sun:ti!.? corresponding to beat
" frequency phenﬂmw

A single wolley to the oplic nerve synchronizes corticothalamic
circuits even if they are asynchronous, and their summated responses
then follow perodically as part of the cortical response to stimulation.
the sertes of spikes which appear on the main cortical discharge may
represent the repetitive discharge of cortical elements; when not appearing
as sepurabe spikes, temporal diffusion may fuse them to a smooth elevation.
[t appears that the sensory input alone requires to activate facilitatory
pathways which enable the very same sensory input to be registered in
higher order cortical centers.

T. W. Barrerr Efficiency uf Smsory Syatems 189
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However effective the first maximal shock to the optic nerve, the
response to the second is maximal only after a 0.2 sec interval, being
absent during an interval of 80-100 msec after the first. The cortex is
thus accessible to a second stimulus only after the first stimulus has
completed the -circuit through the successive elements of the cortex.
even with maximal stimuli, facilitation by corticofugal pathways is essential
for passage of the critical synapses. ‘

Thus, two coincidental inputs are required at the cortex to register a
sensory input. One input is provided by the sensory input per se, and the
other is provided by a thalamic volley which is triggered by the same
sensory input. The cortex is therefore an interferometric structure. 28

Although precisely how information is registered in.the cerebral
cortex is an incomplete story, one least entertain the mystical

, somé 5 ditmiist assuredly is

gram:. bec es the central
es-riot éeédfdf,all theinform Physical signal. 40
It is ironic that information contained in light w which the original
holographic theory was designed - is incompletely registered in the visual
system of mammals.2® o

It is possible that pattern analysis in the visual system is achieved by
mechanisms which behave like spatial filters. The spatial frequency of a
grating is expressed as the number of complete cycles of dark-light bar
pattern per degree of visual angle. . It is not, therefore, a Fourier transform
of light intensities. The visual system can behave like a spatial filter because
it.appears designed to be sensitive to contrast. The visual pathway, unlike
the auditory pathway, is designed more for-the registration of transients in
stimulation than in-the registration of the -stimulation. itself (although color
vision is an exception to this statement). Thus, whereas structural
information theory is based on the distribution forms of energy of an
auditory stimulus, in vision a structural information, theory might be based
on the spatial - rather than temporal - distribution of light energy. Time in
audition is not equivalent to wave frequency in.vision, but spatial frequency.
One may then question whether — corresponding to. the AFAt=fo.ty = 1/2
elementary quanta in audition — th are Af;.0s.= f,
condition in visio sp: quenty; baridy

fo,

: banidwidth; :As is extent

energy distribution: the Af, s '="fa.;.~so f:equa@ : tialdistribution
of signal energy sources. In the case of vision;’ ight’is tréated as either
existing or not existing; but there is no treatment of temporal distribution.
The analysis of visual stimulj in structural information terms also runs into

complications due to the two dimensional nature of space as compared with
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the one dimensional neture of time. Furthermore, phase differences in
spatial frequencies are not the same as phase differences recorded holo-
graphically. Indeed, spatial frequencies and spatial phase can be recorded
by conventional photographic processes. A spatial phase is not, therefore,
a direct stimulus of a three dimensional visual world at all.

| have touched on audition, vision and somesthesis as sensory systems
amenable to an information theory analysis - with reservations about the

- visual sense due to the treatment of light waves as either present or absent
~~and because the third dimension - phase - & not registered by the visual

system (spalial phase having been discounted as having any relation to a
visual third dimension). Elsewhere, | have called the viswal world an
incomplete transmitter of information.™  We shall leave the chemical senses
out of consideration here. This is because it seems likely at the present time
that stimulation of chemical sense organs is based more on the structure of
molecules than the chemical composition of the molecules themselves.
One might almost believe thal the structures being measured are actually
used - maybe s an enzyme, maybe during a chemical reaction jonized
radicals are exposed which affect the membrane structures, In any event, a
structural information theury based on electromagnetic energy forms is not
needed in describing the form of nature measured by the chemical senses;
the 5l.ruv:mre iz provided by molecular forms.

In summary, the complexity of biclogical systems permit intensive
research on every level - not merely the molecular. In understanding and
comparing sensory systems, a melaconception or mystical belief - structural
information theory - has been adopted. The complexity of such systems has
made the further development of structural information theory necessary.
By using structural information theory as a metaconception of what is

i possible (for measurement) aganst which the efliciency of sensory systems
-w mesure can he compared, a comparative analysis of sensory systems can

Qp:»'*rmmulamd In understanding the function of sensory systems of the

_hnlemal environment, a. mysLu:aJ helief - cnuph’d harmoniec oscillafors - has

been adopted.  Finally, in undersr,a.nd]nﬂ the information registration
capability of cortical structures, a mystical belief - electromagnetic inter-
ferpometry - has been sdopted. [t is suggested that the development of these

beliefs is intensive research.
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