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Tms AS YOU KNOW, is not my ﬁeId and I tooL upon my self th1s task
because I wanted to see whether the models that we and others
have been playing with have any power.” -~ v w7 o

-1 think a model has power in two senses; one: that it 1eads a
a-uphlstncated investigator to make his problems more precise and

ows him to test agamst this precision; and two: that it enables
someone who is naive to work his way through problems of extraor-
dinary complexity. It is in the latter sense that want to present a
model tomght _ = '

- The way in which I have orgamzed this presentation is to take
the homeostat notion of Cannon seriously; to look into a model of
the homeostat, and to modify the model according to what we know
today. The model that T am gomg to use is the thermostat and its
control of a heating system.

I will proceed by posing a few questions. The first of these is a
rather obvious one. In order to obtain regulation of anything, one
must have some influence on it. In the central nervous system this
would be the efferent influence on some peripheral mechanisms. The
‘kind of efferent influence that is exerted led to the notion of the
constancy of the milieu intérieur and to the notion of homeostasis.

Efferent influence on peripheral structures certainly exists, but
the question arises: how independent are the penplieral mechamsms
from this efferent influence?

When I look at a thermostat in my own home and study the

enpheral mechanisms, the feature that is most striking is that the
Furnace besides prov;dmg lieat, also has a blower connected with it.
‘This blower is rigged in a very special manner in that, when Leat is
first turned on, the blower is not on, but after the heat has been on
for a little while the blower starts up; and then from time to time it
turns off and on. On investigating this operation, I find another
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gadget on the furnace which has a needle and two pointerq When
that needle is between those two pointers, the blower is on; wlen
it sw mgs to cither side of the two peinters, the blower goes Uff So,
tb(“re lb a Lontrnl I'Il(.‘(h lnl‘\ln !'I] t]“.‘ ]1{."lllil(" S\ ‘lt(‘"] \‘IH(}I 01](‘ dt(‘b
quite independently of the central l’t.‘gll]dlll‘}ll by the thermostat itsclf,
but not quite as 111(]01)(‘11&1-:1111\ as would at first scem.

The analogy here is to the autonomic control; and it is very
dwappmntmﬂ that our Russian colle agues could not 11{: here, because
I am sure they would have presented material to fill out tlnb picture
of the relation between central control and autenomic activity.

As T listened to our discussions, there was only one example of
this kind of autonomic on-off mechanism that came to my attention.
This example secmied to perform within the limits of the central
regulation. Dr. Andersson deseribed shivering in the centrally cooled
animal. Shivering occurs, he said, only when peripleral cokl recep-
tors are also stimulated; that is, when the envivonment is sufficiently
cooled. This reminded me very much of what happens when the
blower goes on in the heating svstem, namelv that the peripheral
mechanism works onlv between two temper atures vet is under the
broader control of the central regulating device.

The next thing to look for in our model, the thermostat, is that it
must have a detector in order to do its joh: it must be fitted“with
a sensitive element. In the thermostat, this is usually a thermocouple
made of two kinds of metal, one of which expands w hen the tcmpcm-
ture in the room reaches a certain point and, when expanded, it
closes the switch.

The question that arose over and over again in the discussions
with regard to the glicostat and osmoreceptors, temperature con-
trol and other visceral regulations, was whether there were such
detectors in the central nervous svstem. And from the (‘\Jmplc
given, it scemed that there is, indeed, evidence for such detectors
spatially distributed in and aronnd the midline ventricnlar svstem,
certainlyv as far forward as the pre-optic region, and at least as far
posteriorly as the respiratory centers.

The next question that immediately arises, of course, is: to what
physical and chemical events are the d(-tcctms sensitive? Sowme of
the answers given, again as examples, were blood temperature
change and osmotic differences across the blood-brain barrier. In
addition, there is the work of Michael, on sensitivity to estrogen (7)
and the work of Mever on the sensitivity of the respiratory mcdla—
nism to partial pressure of CO. (6).
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There is alse some evidence that the entire region in and around
the midline ventricular svstem shows some less discretely localizable
sensitivity, namely to histamine, atct\icllohnu and some 1drcncrf’lc
suhst.’mcc These data make one remember 1.15t vear's Lonfcrcutc on
r{‘{.crtors and sensitive clements, especiatly W eddell’s presentation
on this problem: in the case of thc skin, dlthouffh there are specific
neural, anatomical, histologicul clements that are bek'ctn ely sensitive
to one or another phivsical or chemical event, there also seem to be
sensitivitics of a more general nature (9).

There is another point about these midline locutions iu the central
nervous system that intrignes me. During ontogeny the midline ven-
tricular svstem forms by t]1c invagination Of thc ectoderm. It should,
therefore, not be too sur pnbmfr—thowrh it is hardly proof—that these
portions of the nervous svstem show sensitivitics similar to those
shown Dby the skin. \emosmt*eons are routinelv faced with the
phenomenon. As an 1llust:atton in oper’iung we often sav, "Let’s
have some water” when we wuant to rinse the field mth saline
solution. 1 remember a particular patient in whom the fourth ven-
tricle was exposed. In this instance, the serub nurse took us literally
and gave us water instead of mlme The patient was under a locat
anesthetic and, when the water touched the brain, there was nausea
and retching—no vomiting, but severe pain lasting for a few minutes.
This pain was an immediate effect, before the water spilled from the
fourth ventricle down to the bottom. When we realized what had
happened, we immediately got some saline and quickly rinsed the
water out. I do not know Low long the effects would have lasted
otherwise. In addition to this experience, the observation is often
made that pulling the tissues around the third and fourth ventricle
causes severe discomfort, whereas the rest of the brain is apparentlv
insensitive to this sort of manipulation.

Another question that concerns the detector element is: how doces
it work? For instance, what is the glucostat doing that is analogons
to the thermocouple in the thermostat? What we have heard some-
how does not make sense. How can a S:ltict_\'-sensiti\'c mechanism
controt feeding® For the problem is not the coutrol of satiety, but
of feeding,

Could it be that we have been asking the guestion backwards?
Pcrh’lps 'mt;(,t\ is the normal state of ev ozlt'-: ]n‘;t as temperature in
this room is a comfortable onc now, saticty is the comfortable
situation. In this state the glucostat is sending out impulses closing
a circuit, much as docs the thermocouple in the closed condition—

T T T .
S




Kt ..Mu.;::ﬁwf}*‘“v“ﬁ‘% R

: Brain and Bchaulor

both the furnace and the feeding mechanism are shut down as a
result. Dr. Anand gave us the evidence that indeed the firing of
the medial h\'poth damic tissues serves to inhibit the feeding mecha-
nism. So, by thinking of satiety as the normal situation, a drop in
met.‘tholmnﬂ "!numv woukl be conceived to result in a decrease in
activitv of thc ventromedial hypothalumus, thus decreasing it

mhlbltor\ control over the fee Im” mechanism, much as opcnmrr
the norm.\]h closed thermoconple switeh o the furna.u, scts it going.

For me, the power of the analogy is that a precise, answerable
question was posed, a question w thh allowed svstematization of the
data presented.

Miller: Does this not run counter to the data Dr. Anand reported,
namely that he got increased firing when e put glucose into the re-
gion if the dnmm] was satiated? Hc got firing flum the ventral medial
region, whicl: is the inhibitorv one. T think vou could just as well
sav the circuit is normally open and, when the signal comes, it turns
it over and starts firing.

Anand: All it means is that, in the physiological arrangement of
equilibrium, this situation mav be taken as the bascline rather than
as the activity line. It is a L(mcept that applies to anv response, as
for example, whether vou take as normal the heart rate of 130, which
you would have were ‘there no v agal inhibition, or whether vou take
70 as the normal, which is actually the heart rate as a result of v agal
inhibition. I think that is what Dr. Prilvan means.

Pribram: That is right. The reason I called it ‘closed’ is because
that is the way it looks. But it does not matter what vou eall it; what
is important is that firing of the receptor inhibits the mechanism
for action (feeding in this instance).

Mayer: T am afraid that there are more serious objections to this
picture than just the definition of what is open and what is closed.
I personallv think this is an erroncous picture of the mechanism of
satiety. The mechanism of satiety is very much more like a hrake
which is progressively released as the state of the animal gets farther
and farther away from satiety and approaches more and more the
fasting state. For example, the same psvchological stimulus, such as
presentatlon of an appetizing meal, will have very different results

~if it is given near or far from the point of saticty. It will be more
likely to elicit gastric hunger contractions, ‘;'lh\.mon and the sensa-
tion of h\mgu' when th(, organism is more depleted. This is the
weakness of this particnlar sort of all-or-nothing model. From that
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viewpoint you would do better, I think, with a brake than you would
with a thermostat.

Pribramm: We are using this p"lrh(_li]dl’ model of the homeostat
because it is one with \\%l(]l people are familiar. For conceptual
reasons, it is casier to talk about on-and-off digital mechanisms,
whercas actually, for many purposes, one can um\crt into an analog
mechanism fan]\ casily without Jusing the essence of the process.
What I want to suy next will show one possibility for the graded
changes we must account for. But now we have alimost got oursel\ es
into a trap, a trap that I especially wanted to avoid. We have all
of us be&un to talk as if our model corresponded to the events that
we are trying to describe.

I began h\ saving that a thermostat on the wall is a madel which
allows me to ask riucstlons I wanted to know in what respects the
model is applicable and in what respects it is not. We have not really
fallen into the trap vet; at least we caught ourselves in time. The
hypothalamus is not a thermostat on the wall; it is something in the
brain, and we must keep the distinction (Tml

Anand: When we deal with the living, biologicallv active organ-
ism, 1 think the baseline of the model, whatever the model mav be,
is an equilibrium between many fchs acting in different divections.
That would apply whether vou are t‘lH\III“ of the thermostat or
glucose receptor model. In the example of the thermostat on the
wall, the similarity would be whether the room is occupied o
whether the room is empty. If the room is empty, vou want th{'
thermostat turned down.

Mayer: Could T also suggest this: it secis to me that we are all
in agreement that, at a given time, the degree to which the brake is
to be released is going to be the result of a surmmation of a number
of factors by a r.omputm. When we speak about regulation, however,
we are wondering where the memory of this computer is. In other
words, we are singling out the particular factor which is dependent
on modification of homeostasis {be it of carbolivdrates, depot fats,
ete.). The regulating factor differs from other factors which help to
determine w h(,thm or not the brake is released by heing dependent
on the physiological state of the organism.

Fremont-Smith: What Dr. Pnhmm is trving to do is show one
way In which vou can use a model to ask qucslmm I think every-
body else who has intervened so far has simphy been ehjecting to the
maodel itself. Bat this is not the issne at all.

Pribram: A thermostat on the wall is not sitting in the third
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whether the generalized homeostat model leads to some questions ~

that are relevant to our discussion. To me, some of them are and
some of them are not. .

Let us tackle the next step in the model (the one which is hanging
on the wall, not the one in the brain). There is 2 most neglected
part of the gadget on the wall. This is the little “bias™ wheel on the
top of the thermostat by which the mechanism is set or tuncd. At
this point many of vour questions become relevant. The particular
questions brought to mind by this biasing function are the following:
first of all, anatomically the biasing mechanism must be near the
sensitive element if the brain homeostats are to look like the wall
thermostat. If so, what docs the biasing mechanism look like?
Dr. Morgane showed us that for the so-called feeding center it is
very hard to decide whether fiber tracts or cells are primarily in-
volved. Is not this the problem that confronts us everywhere in the
brain stem core--the é)roblem that has given rise to the concept
of the reticular system? Just to anticipate some questions and com-
ments: I hope later to show that this does not mean that the biasing
mechanism, the reticular system, is a mishmash of diffuse, unor-
ganized tissue which can do nothing more than raise or lower the
level of excitability. Again, in anticipation: just as the wheel on a
thermostat has numbers on it, the reticular system could perform
quantifiably and even specifically. We will get to that later.

What questions does this little gadget, the tuning or biasing
mechanism, raise? A very interesting and direct question concerns
Dr. Lilly’s rising train of excitation and the effects—really the
differential effects——that are obtained with a constantly rising train
of excitation (3). The effects of electrical self-stimulation in the
brain have been interpreted to mean that there are reward and
punishment systems within the brain. An alternative would be to
apply Lilly’s demonstration to the self-stimulation results. By
gradually and continually turning the hias wheel on a thermostat,
the furnace can be kept going all the time.

In the experiments on reward and punishment reported by Del-

- gado, Roberts and Miller (4) it was very difficult to dissociate the

reward and punishment regions anatomically. In fact, in one experi-
ment self-stimulation of the same location would be used by the

" animal to turn the stimulus on, and once on, would then result in the

pressing of another lever which would shut the electric current off.
A biasing mechanism could push a homeostat in either direction.




#Also] if You pushed too rapidly,’ thefappnrat_\'a’aué_;woulfgq {n! ‘aseilla;
tion. Drs. Brobeck and Andersson described the effects of contindou’s
central cooling, to produce just such oscillations in peripheral vascu-
lar phenomena. _

Leake: This is interesting in connection with your model, because
some thermostats will operate to maintain, as it were, an optimum
which is the neutral or equilibrium basis, by either heating on the
one hand or cooling on the other. And it can go either way. This

was the background for the idea I was trving to express by reciprocal
innervation. It will depend on what the optimum condition is for
the organism.

Pribram: If, therefore, in addition to efferent influences and a
detector mechanism, a bias or setting device is present, the gadget
can do all the things it is supposed to do, which is all that you really-
ask of a mechanism. :

The next question is whether the addition of a biasing mechanism
can fully account for the controls, internal and external, placed on
the homeostatic mechanism. Changing the bias on a system will
change its level, e.g., the organism’s appetite: after six hours of
deprivation, steak looks good; after Thanksgiving dinner, the same
steak would be nauseating.

Dr. Morgane’s demonstration showed that the input to the bias
(the feeding “center” in this instance) must be from several locations
in the central nervous system as well as from the periphery, e.g., the
stomach. These inputs can actually reset the bias and thus function
in lieu of the glucostat’s input from the ventromedial nucleus. By
our thermostat analogy, when the room is cold, the fumace has gone
out. So, you turn the setting wheel to start the fumace. Since vou
live in this house you get to know vour thermostat, actually learn to

preset the thermostat at the appropriate moment. The bias mecha-
nism allows the effects of experience to become effective in control-
ling the homeostat.

A final question that is really a development of Cannon’s ideas
on homeostasis: we have been shown data that strongls suggest that
the various statically regulated mechanisms, whether they be of
temperature, food intake, water consumption, or activity production,
do not operate independently of one another, Dr. Brobeck’s work
over a ten or fiftcen-vear. period has certainly pointed to such inter-
dependence. The Huestion is, where does the interaction of variables
that leads to interdependence take place? Somie of it is peripheral.
The eating of bulk results in dehydration through water transfer




i T R — -4

n EFEAIL, . EEEA W PR g rmereneey v g

mto the gut But there is also a central mccllamsm that is ldeally

suited to “join” these various homeostats, to use the term de\«clopcd
by Ashby, who has ably explored the consequences of applyi ing the
homeostat model to the problem of biological adaptation in his
Design for ¢ Brain (1)—a book that is not casy reading.

This central mechanisim is, I believe, the limbic system of the
forebrain. Yon are well acquainted with the multiple interconnec-
tions of this system with the midline parts of the brain. To unravel
what it is that this central “interconnectedness” does, it is helpful
to have a model in mind while interpreting data. '

Ashbyv speaks of interconnectedness in homeostatic mechanisms
as Ieaduw to ultrastability. By “ultrastability” he means that a per-
tu:babon of one of the homeostats will he balanced out and thus not

lead to general disorganization of the behavior of the organism. An

-example can be taken from Dr. Brobeck’s experiments (2): when

the temperature of a warm-blooded animal drops slightly, either the
organism eats or it becomes active and thus generates lleat depend-
ing on the availability of food and of opportunity for exercise. Should
the animal be prevented from using one of these two avenues of
meeting the drop in basal temperature, it uses the other. In any
case, the interrelatedness of the alternatives assures stability to the
organism.

When one minimally disrupts central interconnectedness by mak-
ing limbic svstem lesions, one disrupts this ultrastability. This
should show up as a temporary disturbance of those functions that
are homeostatically controlled. And indeed, one finds that one does
obtain effects similar in some respects to those reported when
hypothalamic lesions are made. For instance, a monkey who has
been on an ad libitum food intake will, after bilateral amygdalec-
tomy, double its food intake (Figure 133). If one does more than
just an amygdalectomy, i.e., removes the orbital, insular and tem-
poral cortex as well, one then sees a much more dramatic effect.
But hyperphagia is not always produced. One can also see the
opposite, i.e., aphagla which may last for ten davs or two wecks.
Usually, though not invariably, the organism recovers at this time,
but recovery may be slow and needs support by external care—
tube-feeding, c]\*515 etc. When a glucosc tolerance test is made,
one occasmnall} finds that the blood sugar level will stay up
around 200 to 250 mg per cent for as long as a week during the

period of aphagia.
During the period of hyperphagia the effects of bllateral amvgda—
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Freure 133, The efiect of bilateral amygdalectomy on the focd intake of a
monkey on an ad libitum diet.

lectomy also resemble those of hypothalamic lesions. For instance,
in a lever-pressing situation, where the animal has to work for its
food, results are obtained slmllar to those reported by Miller, Bailey
and Stevenson for rats with lesions of the ventromedial nucleus (S)
Amygdalectomized monkeys eat more but work less for food.

Figure 134 shows that the rate of response changes with depriva-
tion, though note that the distribution of responses made to the fixed
interval schedule does not. The normal animal increases both food
intake and rate of work (response) when food-deprived. On the
other hand, animals after amygdalectomy show no such increase
in rate of work (Figure 135), despite the increase in food intake
shown in Figure 133. This difference in effect, similar to that
obtained by Miller and his co-workers with hypothalamic lesions on
a consummatory and on a work response (8), is, however, not limited
here to deprivation variables.

If one changes the size of the reward by giving a smaller food
pellet in the bar-press situation, then again, as shown in Figure 136,
one finds that normal animals react by chmwmrT markedh tlwn‘ rate
of response. Animals after amy gdd]ectmn\ (10 not make nearly as
marked a change.

Figure 137 shm\s what happens when the size of the reward is
increased. Again, a very characteristic satiety curve describes the
behavior of thc normal monLc;. On the other hand, animals with
lesions of the amygdaloid complex do not become satiated in this
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Ficure 134. The effect of food deprivation on food intake and rate of work
L {response) in normal animals.
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Ficure 135. The effect of bilateral amygdalectomy on the rate of work
{response) accompanying food deprivation.

way. They just go along on an even keel. Increasing the size of
reward has little effect on them.

Ashby’s homeostat, a machine built of interconnected liomeostats,
shows a disposition to be ultrastable. So, ultrastability is one attri-
bute of interconnectedness. But this is not the only result of inter-
connectedness; there is a corollary of ultrastabilitv, An ultrastable

system adapts very slowly—so slowly, in fact, that “learning” may be

very difficult. On the other hand, learning, i.e., adaptation to per-
turbation, is much more rapid in a system that is only loosely joined
—a system in which each part can adapt to perturbation without
affecting the rest of the system. How then do we explain the results
of our experiments? After bilateral amygdalectomy, a lesion which
supposedly partially disrupts the interconnectedness between home-
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Ficure 136. The effect of smaller food pellet on rate of work {response) in
normal and bilaterally amygdalectomized animals.

ostats, the monkey shows a more stable disposition, adapts to changes
in deprivation or amount of food reward more slowly, if at all. In
fact, given a lighted match, such a monkey may repeatedly burn it-
self, whereas a normal monkey adapts readily by staying away from

the match. What efféct has the surgery had? {

Whenever a neural system is drastically disrupted, reorganization
takes place. Immediately after disruption the egect is maximal: the 1
‘diaschisis’ of von Monakow. But, during the entire period of reor- l
ganization, malfunctions of the system can be noted. The disturb- |
ances of sensation that accompany the phantom of an amputated
limb serve as example. Before amputation the limb remains for the
most part unnoticed—perceptual constancy has been established
with regard to its relation to the rest of the body—any minor change
such as the wearing of a new ring is immediately perceived but fairly
quickly adapted to.

In a similar fashion, the normal monkey responds quickly to a
change in the size of a food pellet and equally quickly adapts to
the change since his normally functioning appestatic mechanism -
has achieved considerable constancy. This mecﬁanism, however, is
disrupted by amygdalectomy—probably not directly but by diaschi-
sis and more long-lasting reorganizations that must take place in the
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Ficure 137. Effect of increased food reward on rate of work (response) in
normal and bilaterally amygdalectomized animals.

interconnectedness. Disruption leads to a loss of constancy of
the functioning part. In a plurally interconnected svstem such as
the homeostat, such loss of constancy enhances the interconnected-
ness of the entire system: hence the ultrastability and slow ad’tpta-
tion. Once constancies can be re-established, the system is again “cut
to pieces’ '—i.e., becomes loosely joined, less stable, and as a conse-
quence adapts more rapidly.

Fremont-Smith: Do you mean, if the interconnectedness were
broken, you would get instability?

Pribram: Yes and no. When connectedness is broken there is
instability, but this can be limited if the break occurs by way of the
development of temporary constancies. And remember that rapid
adaptation demands some temporary instability.

There is, finally, another corollary of ultr'lst'lblht\ that must be
dealt with here. This final question is how the homeostat model
allows for selective sensitivity. Look at it this way: If we have a
thermostat contro]lmg a system and it works poor]}, we can state
that the mechanism is not very sensitive. In other words, one of the
corollaries of instability is sensitivity. Conversely, a good thermostat
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agatom\ of the ssstem, “note thc multlple mterconncctlom wlnch I
for one, have never been able to keep straight. In fact, T do not
know of anyone in this room besides Dr. Magoun and Dr. Ingram
who could immediately describe the interconnections of all the
structures connecting the limbic, hypothalamic, and mesencephalic
. systems.
= What could be the meaning of such a richly, almost haphazardly -
connected region; what could be the function of a diffuse reticular
type of system that when you do not look very closely has little
structure, yet when examined closely is definitely not completely
haphazard? How can selectivity occur in a structure of this sort?
Chemical and physiochemical detectors provide one mechanism for
selectivity, of course. There are two other ways, however, in which
selectiv m can come about. First, as we have alreadv seen, constan-
cies can develop within parts of the system, thus temporanl)
disjoining it. The development of such temporary constancies implies
spemﬁc:t\—-\\ hen the food-regulating mechanism is held constant,
the remaining apparatus can be selectively applied to the regulation
of temperature through varving activity, for example.

"Second, seiectl\ltv results when temporary dominant foci can
develop in such an ‘interconnected system. An analogy developed
by Warren McCulloch first clarified for me how selectwntles can
occur in a seemingly loosely organized structure. e tells the story®
that until the Battle of Jutland all navies were hierarchically organ-
ized, as were all armies. That is, they had a high command, and
this high command received information from its lower echelons,
made decisions, and passed the decisions back down along the same
lines of communication; in other words, they functioned through a
completely vertical system of communication and control. The Battle
of Jutland was a fiasco; as a result, several of the navies of the world
reorganized.

A set of rules was worked out b} the high command; these rules
. were made known to everyone in the orgamzatmn every person
: had open communication with every other person in the organiza-
tion; action ensucd when input to any person intersected the rules
; known to that person. As an emmp]e take the following situation.
\ A rule states: “Spot 100 or fewer enemy planes, fight; if more than
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int is 51mp1y that ina system’orgamzcd i thi }
eral communication takes ' place within-a- Tset™ of 7 rules
! decision-making nodes can témporarily form anywhere in the system.
! The man who spots the plane is admiral of the fleet for the moment;
1 he makes the decision, since he matches the information coming in
I against the established rules, and thus controls action.

‘Now, this is only an ana]ngv Yet the work of Rusinov, \10rre11
and others has shown beyond question that temporary dominant foci .
can be produced in the central nervous system, and that these func-
tion as decision nodes in controlling the behavior of the organism.

Mayer: 1 point ont that this seems to be the pi(.turé with regard
to carbohydrate metabolism: the body cannot survive long in a
state of acute hyperglvcemia. At a very low level of blood sugar,
whole series of events happen in the body, more or less inde.
~ pendently of each other. The concentrations of certain hormones
i are automatically increased, others are automatically decreased. The
1 possibility is, therefore, that the hunger mechanism may well be
: linked along this type of information with the reculation of carbo-
H hydrate metabolism and thus, indirectly, with that of fat and protein

metabolism. So you do not necessarily have to have one command
! center integrating all such phenomena. We get back to Claude
Bernard and the fact that glucose is, after all, a real chemical mes-
senger in that it does influence a whele series of events, only one
T example of which is what happens in the ventromedial region.
E Leake: Dr. Pribram, would vou say then, in connection with the
analogy, that the one who made all the ru]es is the whole process of
evolution?

Pribram: That, plus the process of learning. Those neuronal
aggregates that are essentially random nets at birth can be organized
by experience. At any moment the neural organization left behmd
by previous e\pencnce can now act as a rul(, against which the
current input is matched.

Fremont-Smith: You have a reverberatory feedback mechanism
in which the decision is the contivuing resultant of this interaction.

Miller: It is more like one of the modern louses that has a floor
heating system, and that syvstem works so slowly that a single thermo-
stat-cannot Control it. Tercforc vou have one thermost 1t outside
that tells whether it is getting cold or not, another thermostat in
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stats, and posstl)h somcthmﬂ' that senses thc amount of fat that you
have on you, or somcthing Uf that kind.

Majer. Actually, this is 1:0{ unlike the model tlmt Dr. Davis and
I proposed seven or eight vears ago for the control of shivering (3),
and very similar to that w hich Dr. Andersson has spoken about here.
 We visualized that there were reallv two thermostats for regulation
of bod\ temperature, or rather of heat production: one was de-
pendent on central tompcmture and regulated chemical heat pro-
duction, particularly heat in liver throug;h TSH; we suggested that
there was another thermostat sensitive to the dlﬁerence between
inside and outside temperature, which regulated shivering, hair-
raising, and other “physical” mechanisms of thermoregulation

Brobeck: Dr. Pribram, when you use the word “selective,” do you
mean variable, i.e., the sensitivity can be set at various levels, or do
you mean selective in the sense of a specific kind of sensitivity?

Pribram: Both. Specific, ie., selective sensitivity, results from

pec;ﬁelt\ of receptors and from tcmporarv constancies; level sensi-
tivity is a corollary of stability.

Brobeck: By selectmt\ do vou mean it responds either to glucose
or temperature or somethmg else? Or do you mean it has a set
point for glucose?

Pribram: Because of the differences in the information coming
in at any one moment in time, it can be selective for that particular
substance. Once that mechanism is engaged, the set point is con-
trolled by established rules, provided the Y stem is reasonably stable.

Fremont-Smith: Do vou not also brmg in there the stab:l:tv of
certain components

Pribram: Yes, the other component of the system must also be
stable. If the entire organism is oscillating, there is no opportunity
for senmtuqty, nor for selcctn ity. The organism is pronounced overly

“emotional,” unstable.

Fremont-Smith: It seems to me that one of the functions of a
model is to make predictions. Can you, from your model, make
certain predictions which will be either vahdated or m\ahdatcd as
new information comes in?

Pribram: I think tlis is where I would draw the line. Remember,
a model may have two functions. One stems from the kind of naive
model that I presented; the other results when the model is made
mathematically or logically precise. Only when it is that precise
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can you make testable predictions. We have reached some precision

in modeling with regard to frontal lobe function. Have any of
you reached this stage in your work on homeostats?

A model such as this should lead to a more precise one, but
hopefully it may meanwhile also Jead to experiments. It should Jead
to a different way of asking questions in the laboratory. A prediction
must be %recisembut an experimental approach may be vague and
uncover, by chance, entirely new data tangential to any expectation
or prediction.

REFERENCES

1. Asuny, W. R, Design for a Brain. Chapman and Hall, London,
1952,

2. Broseck, ]. R., Food intake as a mechanism of temperature regu-
lation. Yaie J. Biol. Med., 1948, 20: 545-532.

3. Davis, T. R A, and Maves, |., Demonstration and quantitative
determination of the contribubions of physical and chemical ther-
mogenesis on acute exposure to cold. Am. J. Physiol., 1855, 181:
675-678.

4. Dercapo, 1. M. R., Rosests, W. W, and MirrLer, N, E, Learn-
ing motivated by electrical stimulation of the brain. Am. [
Physiel., 1934, 179: 387.593.

- 5. Liey, J. C,, Injury and excitation by electric currents. A. The
balanced pulse-pair waveform. In: Electrical Stimulation of the
Brain (D. E. Sheer, Ed). Univ. of Texas Press, Austin, 1938:
60-66.

6. Mever, |. 8., Studies of cerebral circulation in brain injury. IV,
Ischemia and hypoxenia of the brain stem and respiratory center.
EEC Clin. Neurophysiol., 1937, 9: §3-100.

7. Micuagr, R. P, An investigation of the sensitivity of circum-
scribed neurological areas to hormonal stimulation by means of
the application of oestrogens directly to the brain of the cat. In:
Regional Neurochemistry (S. S. Kety and J. Elkes. Eds.). Perga-
mon, Oxford, 1961: 465-480.

8. Murer, N E. Bawey, C. ], and Stevexsox, | A F,, Decreased
“hunges” but increased food intake vesulting from bypothalumic
lesions. Science, 1930, 112: 256-239.

9. Weppetr, G., Receptors for somatic sensation. In: Brain and
Behavior, Vol. I (M. A. B. Brazier, Ed.). American Institute of
Biological Sciences, Washington, D. C., 1961: 13-48.




