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The Neurophysiology of RenlenlbeJring

Experirnents with monkeys have identified the brain areas involved

in the recall of various learned tasks. Memory ma.y take the form

of interference patterns that resemble laser-produced holograms

by Karl 1-1. Pribram

lin 1950, toward the end of a busy life
devoted to investigating the neuro
physiology of memory, Karl S. Lash

ley wrote: "I sometimes feel, in review
ing the evidence on the localization of
the memory trace, that the necessary
conclusion is that learning just is not pos
sible at all. Nevertheless, in spite of such
evidence against it, learning does some
times occur." That same year Edwin G.
Boring, a leading psychologist of Lash
ley's generation, pointed out the deep
impact that this failure to find physio
logical evidence for the memory trace
had had on psychology. "Where or
how," he asked, "does the brain store its
memories? That is the great mystery.
How can learning persist unreproduced,
being affected by other learning while it
waits? On the proper occasion what was
learned reappears somewhat modified.
Where was it in the meantime? . " The
physiology of memory has been so baf
fling a problem that most psychologists
in facing it have gone positivistic, being
content with hypothesized intervening
variables or with empty correlations."

Hardly were these bleak observations
in print before new research tools be
came available and were promptly ap-

. plied in experiments on the neurophysi
ology of memory. As in all research that
produces results important to workers in
more than one discipline, however, dis
semination across traditional boundaries
is slowed by differences in vocabulary,
in research technique and in the way a
problem is subtly influenced by the sub
jects and materials employed by workers
in different disciplines. As a result one
finds even today that many psychologists
(even those kindly disposed toward
physiology) have the impression that
little or no progress has been made in
the effort to establish the neurophysi
ological basis of memory. This stems

from the fact that psychologists have
addressed themselves primarily to ques
tions about process, whereas neurophysi
ologists and neurochemists have ad
dressed themselves primarily to the
question of how the brain achieves short
term and long-term storage.

NIy own research has sought to an-
swer more directly the questions

posed by psychologists: What kinds of
memory process must exist in the brain
to allow remembering to take place? The
results of this research have cast doubt
on at least some of the assumptions
about brain mechanisms (explicit and
implicit) that are held by both psycholo
gists and physiologists and that in my
view have impeded any coming to grips
with the problem of process.

Neurophysiologists had over several
decades extensively mapped the brain
with electrical recording devices and
with weak electric currents to trace
nerve pathways. As a result of such ex
periments on cats, monkeys and even
men (perfOillied during neurosurgery)
physiologists could speak with some con
fidence of visual, auditory and somes
thetic and motor areas in the cerebral
cortex. Although they remained baffled
by the "memory trace," they still felt
they could describe the nerve pathways
from a stimulus input (say the flash of a
light) to a muscular response. The suc
cess of these studies often blinded the
investigators to the fact that many of
these presumed pathways could hardly
be reconciled with Lashley's experi
ments dating back to the 1920's, which
showed that rats could remember and
could perfOilli complex activities even
after major nerve pathways in the brain
had been cut and after as much as 90
percent of the primary visual cortex had
been surgically removed.

As a neurosurgeon I had no reason to
challenge the prevailing views of physi
ologists until I met Lashley and was con
vinced that we knew less than we
thought. I soon resolved to continue his
general line of investigation, working
with monkeys rather than with rats, and
in addition to make an effort to follow
recordable changes of the electrical ac
tivity of the brain as the animals were
trained to perfOilli various tasks. Al
though this work has gone slowly at
times (one experiment I shall describe
took seven years), my co-workers and I
have now gathered neurophysiological
data from more than 950 monkeys. The
results of these experiments are forcing
many revisions in traditional concepts of
how the brain works when tasks are
learned and later remembered.

Beyond this I believe there is now
available a hypothesis about the nature
of the memory trace that satisfies the
known physiological requirements and
that can be tested by experiment. It is
perhaps not surprising that the brain
may exploit, among other things, the
most sophisticated principle of informa
tion storage yet known: the principle of
the hologram. In a hologram the infor
mation in a scene is recorded on a pho
tographic plate in the form of a com
plex interference, or diffraction, pattern
that appears meaningless. When the pat
tern is illuminated by coherent light,
however, the original image is recon
structed. What makes the hologram
unique as a storage device is that every
element in the original image is distrib
uted over the entire photographic plate.
The hypothesis is attractive because
remembering or recollecting literally
implies a reconstructive process-the as
sembly of dismembered mnemic events.
In what follows, therefore, I shall give
first the evidence for believing that
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VISUAL·DISCRIMINATION TASK developed in the author's lah·
oratory at Stanford University School of Medicine is depicted in
this illustration. On the translucent panel in front of him the mon
key sees either a circle or a series of vertical stripes, which have
been projected from the rear. He is rewarded with a peanut, which
drops into the receptacle at his left elbow, if he presses the right
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half of the panel when he sees the circle or the left half when he
sees the stripes. Electrodes record the wave forms that appear in
the monkey's visual cortex as he develops skill at this task. Early
in the experiments the wave forms show whether the monkey sees
the circle or stripes. Eventually they reveal in advance which half
of the panel the monkey will press (see illustration on page 6).



LOCALIZATIONS OF FUNCTION in the cerebral cortex of monkeys have been known
in general for many years. The evidence has been supplied in part by anatomical tracing of
nerve pathways and more recently by electrical recording of wave forms, both through the
intact skull and by use of implanted electrodes. Somesthesis refers to the sense of touch.

STRUCTURES IN CEREBRAL CORTEX AND BRAINSTEM mentioned in the text can be
identified with the help of this illustration. Most of the cortical areas are labeled in adjec
tival form, the word "cortex" being omitted. The brainstem and its structures are shown in
color. The corpus callosum is a bundle of nerve fibers that connects the two hemispheres of
the brain. The lateral geniculate nucleus is the major relay station in the visual input system.

POSTERIOR
" ASSOCIATION"

CORTEX

CIPITAL

POLE

OPTIC
TRACT

FRONT
P

The abuses that the brain can survive
and still function successfully have

been documented many times since
Lashley's pioneering experiments. Hu
man testimony is provided daily in the
neurological clinic of every large hospi
tal when diseased or damaged brain
tissue has to be removed. In the labora
tory the brain seems to mock the in
genuity of the experimenter. Robert Ga
lambos of the University of California at
San Diego has severed up to 98 percent
of the optic tract of cats without serious
ly impairing the cats' ability to perform
skillfully on tests requiring them to dif
ferentiate between highly similar figures.
Roger W. Sperry of the California Insti
tute of Technology has surgically cross
hatched sensory receiving areas in the
cortex of monkeys without disturbing the
presumed organization of the input sys
tem. In other experiments the system
continued to function even when Sperry
inserted strips of mica in the cross
hatched troughs in an effort to electrical
ly insulate small squares of tissue from
one another. Conversely, Lashley, Kao
Liang Chow and Josephine Semmes
tried, without success, to short-circuit
the electrical activity of the brain by
placing strips of gold foil over the re
ceiving areas. To accomplish a similar
end I injected a minute amount of alu
minum hydroxide cream at a number of
points within a receiving area of an ani
mal's cerebral cortex to produce electri
cal discharges resembling those seen in
electroencephalograms during an epilep
tic seizure. Although these multiple dis
charging foci sharply retarded the ani
mal's ability to learn a task of pattern
discrimination, they did not interfere
with recognition of these patterns when
the multiple lesions were produced after
learning.

Such experiments have been inter
preted as showing that each sensory sys
tem has considerable reserve capacity.
Since it seems to make little difference
in terms of performance which parts of
the system are destroyed, it has been
suggested that this reserve is distributed
throughout the system, that the informa
tion needed to discriminate patterns is
duplicated in many locations. According
to this hypothesis, the discharging foci
produced by injections of aluminum hy
droxide cream interfere in some way
with the reduplication that normally

mnemic events are distributed in the
brain and then describe experiments that
tell us something about the way these
mnemic events become re-collected into
useful memory processes.
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RESULTS OF VISUAL-DISCRIMINATION EXPERIMENT are
shown in the wave forms recorded from the striate (visual) cortex
of a monkey. The waves are those recorded after he has learned the
task illustrated on page 4. The records under "Stimulus events"
are wave forms that appear immediately after the monkey has been
shown a circle or stripes. The records under "Response events"
were generated just prior to the moment when the monkey actually
responded by pressing either the left or the right half of the panel.
The records under "Reinforcing events" were produced when the
monkey was rewarded with a peanut if he was correct or not reo
warded if he was wrong. The correct response was to press the right
half of the panel on seeing a circle, the left half on seeing stripes.

A slight difference in the "stimulus" wave forms indicates whether
the monkey has seen stripes or a circle. After he has learned his
task well sharp differences appear in the response and reinforc
ing panels. The response wave forms, which are actually "inten
tion" waves, show one pattern (the one with the sharp peak) when
ever the monkey is about to press the right half of the panel,
regardless of whether he has seen a circle or stripes. If he has ac·
tually seen stripes, of course, pressing the right half of the panel is
the wrong response. Thus the wave forms reflect his intention to
press a particular half of the panel. They could hardly reveal
whether his response is going to be right or wrong because at this
point he still "thinks" he is about to make the correct response.

takes place when information is being
.stored, but once storage is complete and
the information is distributed all parts
of the system are more or less "equipo
tent."

The correctness of this view has now
been put to direct test. Over the past

few years Nico Spinelli and I have shown
that electrical activity recorded from
widely distributed points in the stri
ate, or visual, cortex of monkeys shows
distinctive responses to different stim
uli. Moreover, other widely distributed
points within the cortex and brainstem
give evidence that they have participat
ed in storing information linked to the
animal's response to particular stimuli.
Let me describe the experiment more
fully. (This is the one that took seven
years to complete.)

Monkeys were placed in front of a
translucent panel on which we could
project either a circle or four vertical
stripes [see illustration on page 4]. If,
when the monkey saw the circle, he
pressed the right half of the panel, he
would be rewarded with a peanut.
He would be similarly rewarded if he
pressed the left side of the panel when
the stripes appeared. Before the train
ing begins we painlessly implant a num-
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ber of tiriy electrodes in the monkey's
visual cortex. We then compare the elec
trical wave forms produced by the cor
tex during training with the wave forms
produced after a high level of skill has
been attained. We had expected that the
wave forms would be different, and they
were.

What we did not expect was that we
would be able to tell from the wave
form records whether the monkey saw a
circle or vertical stripes, whether he re
sponded correctly or made a mistake
and, most surprising of all, whether he
intended to press the right half or the
left half of the panel once he was pre
sented with the problem and before he
initiated an overt response [see illustra
tion above]. All these differing electrical
responses arose in the visual cortex-the
part of the brain that receives the visual
input. \Ve are forced to conclude that
signals representing experience con
verge with and modify the input to the
visual-input systems. We also found,
however, that within the visual cortex
different electrodes recorded different
events.

Thus we now have direct evidence
that signals become distributed within
the input system. What we see (or at
least what the monkey sees) is not a pure

and simple coding of the light patterns
that are focused on the retina. Some
where between the retina and the visual
cortex the inflowing signals are modified
to provide infOtmation that is already
linked to a learned response, for exam
ple the monkey's intention to press one
panel or another. Evidently what reach
es the visual cortex is evoked by the
external world but is hardly a direct or
simple replica of it. Further, the infor
mation inherent in the input becomes
distributed over wide regions of the
visual cortex.

How might such a distribution of in
formation occur? A possible clue to the
puzzle came from an optical artifact,
the hologram, which was then being
made for the first time with the help of
coherent laser light [see "Photography
by Laser," by Emmett N. Leith and
Juris Upatnieks; SCIENTIFIC AMERICAN,
June, 1965]. The interference pattern
of the hologram is created when a beam
of coherent light is split so that a "refer
ence" portion of the beam can interact
with a portion reflected from a scene or
an object. I reasoned (much as Lashley
had) that neuronal events might interact
in some way to produce complex pat
terns within the brain; the hologram
now provided an explicit model.



IDEALIZED MAP OF VISUAL RECEPTIVE FIELD represents recordings made from a
single ganglion cell in the retina of the eye when a point source of light is presented in
various parts of the visual field. The map contains smooth contour lines because the gan·
glion cell integrates the response of its neighbors, with which it is interconnected. The
height of the contour at any point represents the number of times the individual nerve cell
fires when tbe location of the point light source corresponds to that position on the map.
Maximum firing occurs when the position of the light corresponds to that of the central
peak. In mathematical terms, each contour line represents the "convolutional integral" of
the first derivative of the shape of the stimulus figure. The interaction of many such convo
lutional integrals may produce hologram-like interference patterns within the visual system
and elsewhere in the brain. Storage of such patterns could provide the basis of memory.

Evidence for some such patterning of
neuronal events, at least in the visual
channels, has been provided by the
work of R. W. Rodieck of the University
of Sydney. He has shown that the ini
tiating events in the visual channel that
express the relations between the excita
tion of one receptor in the retina and the
activity of neighboring points can be de
scribed mathematically through the use
of "convolutional integrals," expressions
somewhat similar to the familiar Fourier
transformations. For example, the shape
of the visual receptive field of a single
retinal ganglion cell represents the con
volution of a derivative of the shape of
the retinal image produced at that point
[see illustration on this page]. Convolu
tional integrals and Fourier transforma
tions provide the mathematical basis on
which holography was founded. Thus at
least a first step has been taken to show
that interference effects may operate in
the central nervous system.

The question remains: How can inter
- ference effects be produced in the

brain? One can imagine that when nerve
impulses arrive at synapses (the junction
between two nerve cells), they produce
electrical events on the other side of the
synapse that take the form of momen
tary standing wave fronts. Typically the
junctions made by a nerve fiber number
in the dozens, if not hundreds. The pat
terns set up by arriving nerve impulses
presumably form a microstructure of
wave forms that can interact with sim
ilar microstructures arising in overlap
ping junctional contacts. These other
microstructures are derived from the
spontaneous changes in electrical poten
tial that ceaselessly occur in nerve tissue,
and from other sources within the brain.
Immediate cross-correlations result, and
these can add in turn to produce new
patterns of nerve impulses.

The hypothesis presented here is that
the totality of this process has a more
or less lasting effect on protein mole
cules and perhaps other macromolecules
at the synaptic junctions and can serve
as a neural hologram from which, given
the appropriate input, an image can be
reconstructed. The attractive feature of
the hypothesis is that the information is
distributed throughout the stored holo
gram and is thus resistant to insult. If
even a small corner of a hologram is il
luminated by the appropriate input, the
entire original scene reappears. More
over, holograms can be layered one on
top of the other and yet be separately
reconstructed.

The holographic hypothesis imme-

diately raises many questions. Do the
mathematical expressions that interpret
the shape of visual receptive fields at the
ganglion-cell layer of the retina yield
equally useful interpretations at more
central stations in the visual system?
vVhat kind of neural reference mecha
nism plays the role of the coherent light
source needed to make and display holo
grams? Perhaps a kind of coherence re
sults from the anatomical fact that the
retina and the visual cortex are linked
by many thousands of fibers arranged in
parallel pathways. Or it could be that
the nerve cells in the visual channel
achieve coherence by rhythmic firing.
Still another possibility is that coherence
results from the operation of the variety
of detectors that respond to such simple
aspects of stimuli as the tilt of a line and
movement that have recently received
so much attention [see "The Visual Cor-

tex of the Brain," by David H. Hu
bel; SCIENTIFIC AMERICAN, November,
1963].

Other questions that flow from the
holographic hypothesis are concerned
with the storage of the memory trace.
Two alternatives come to mind. The
first involves a "tuning" of cell assem
blies by changing synaptic characteris
tics so that a particular circuit will some
how resonate when it receives a familiar
"note"; the second is some form of molec
ular storage, perhaps involving a change
in structure at the synapses. Of course
circuit-tuning may be secondary to just
such structural changes, or the job may
be done by a mechanism as yet unimag
ined. Such questions can be and are
being investigated in the laboratory with
techniques available today.

There is another line of investigation
demonstrating that representations of
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OLD VIEW OF VISUAL-RECOGNITION MECHANISM assumed that after visual infor.
mation reached the striate cortex it was transferred to the prestriate cortex in two steps and
from there to the inferior temporal cortex. Muscular response, according to the old view,
then required that a message travel from the inferior temporal cortex to the precentral cortex
(the motor cortex), which responded by sending signals down the brainstem to the muscles.

NEW VIEW OF VISUAL.RECOGNITION MECHANISM emphasizes the recent evidence
that impulses from the inferior temporal cortex directly modify the visual input before it
reaches the striate cortex (see illustration on page 10). This modification takes place sub
cortically through tracts leading to the visual colliculus and through interactions between
that part of the brainstem and the lateral geniculate nucleus. There is also some evidence
for an indirect pathway from the retina to the inferior temporal cortex. Visual informa
tion also seems to flow from the visual cortex to the visual colliculus. In the new view the
body's muscle responses are relatively independent of the visual.recognition mechanism.
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experience are distributed after entering
the brain. The experiments I have de
scribed thus far demonstrated a distribu
tion in space. There is also distribution in
time; there are mechanisms in the brain
for temporally distributing, or holding,
events long enough so that they can be
firmly registered. The evidence comes.
from an important group of experiments
showing how animals (including man)
gradually become habituated to a novel
stimulus. Until recently habituation was
thought to be due to a fatiguing of the
nervous system. Eugene Sokolov of the
University of Moscow showed, however,
that when one is habituated, one can be
dishabituated, that is, "oriented" anew,
by a lowering in the intensity of the stim
ulus or even by complete silence when
stimuli are expected. I like to call it the
"Bowery-el phenomenon." For many
years there was an elevated railway line
(the "el") on Third Avenue in New York
that made a fearful racket; when it was
torn down, people who had been living
in apartments along the line awakened
periodically out of a sound sleep to call
the police about some strange occur
rence they could not properly define.
Many such calls came at the times the
trains had formerly rumbled past. The
strange occurrences were of course the
deafening silence that had replaced the
expected noise.

In laboratory studies of this phenom
enon the physiological concomitants of
the orienting reaction are recorded and
their reduction allows habituation to be
investigated. The orienting reaction in
cludes, among other things, changes in
the conductivity of the skin (the galvanic
skin response), changes in heart rate and
respiratory rate, and changes in the elec
troencephalogram. Muriel H. Bagshaw
and I found that we had to separate these
physiological indicators of the orienting
reaction into two classes. This was neces
sary because after we had surgically re
moved the frontal lobes of a monkey's
brain, or the brainstern region known as
the amygdala, the orienting stimulus no
longer evoked the galvanic skin response
or changes in heart rate and respiratory
rate; (The responses themselves were
not destroyed, because they could be
evoked under other conditions.) On the
other hand, surgery did not eliminate
certain changes in the electroencephalo
gram and certain behavioral changes
that also occur as a part of the orienting
reaction. Surgery also interfered with
habituation: a monkey lacking his frontal
lobes or his amygdala continued much
longer to show the behavioral and elec
troencephalographic orienting reactions.
These results suggested that the loss of
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INVESTIGATION OF VISUAL RECEPTIVE FIELDS is carried
out by presenting a monkey with a small source of light that is
systematically moved from point to point in a raster·like pattern.
At each point the response of a single cell in the lateral geniculate
nucleus is recorded by a microelectrode (a). During this mapping

a weak electrical stimulus can be delivered to other parts of the
brain, such as the inferior temporal cortex (b) or the frontal cor·
tex (e), to see if there is any effect. Some typical results are illus·
trated on the next page. The technique, which relies heavily on the
computer, was developed by the author's colleague Nico Spinelli.

galvanic skin responses and heart and
respiratory changes precluded habitua
tion; when these indicators of orienting
were not present, the stimulus, although
perceived, failed to be registered in
memory.

We have all had the experience of be
ing preoccupied while a friend is re
counting his experiences to us. Finally in
exasperation he may say, "You aren't lis
tening." Caught unaware, you may still
be able quickly to repeat your friend's
last sentence and from this even re
construct what the "conversation" was
about. If, however, your reverie is al
lowed to continue, much of what reached
your ears will have been irretrievably
lost; things just did not register. Thus
there are two classes of indicators of
orienting: the one concerned with just
"sampling" the input, the other with its
"registration," or storage.

E. D. Homskaya in the laboratory of
A. R. Luria in Moscow and Mrs. Bag
shaw in our laboratory at the Stanford
University School of Medicine have also
demonstrated that removal of the frontal
lobes or the amygdala interferes with the
indicators of registration when they ap
pear in classical conditioning experi
ments. In normal animals the condition
ing cue (such as a bell or a light) evokes
changes in the galvanic skin response,
in heart rate and in respiratory rate, as
well as in the electroencephalogram. As
the conditioning trials continue, these
changes take place earlier and earlier un
til they actually precede the conditioning
cue. It is as if the subject of the experi
ment were rehearsing the situation, an
ticipating what is coming next. After re
moval of the frontal lobes or the amyg-

dala, however, this rehearsal apparent
ly ceases. Thus one can demonstrate that
both anticipation and registration-a
temporal distribution of mnemic events
take place in a normal subject, and that
these processes are impaired by surgery
in certain parts of the brain. There is as
yet little evidence to indicate how these
parts of the brain bring about this tem
poral distribution of mnemic events.

Given the fact that mnemic events be-
come distributed in the brain, what

happens during remembering? Some
kind of organizing process is clearly re
quired. Experimental data make it likely
that this process involves the "association
cortex" of primates such as monkeys and
man [see top illustration on page 5].
These regions are not to be confused
with the "polysensory association cortex"
that immediately surrounds the sensory
projection areas and that has been stud
ied so intensively in cats. The primate
association areas consist of two general
classes: the frontal and the posterior.
The posterior association areas are locat
ed among the various primary sensory
areas and consist of subareas that are
specific for each of the senses.

In operations on several hundred mon
keys my colleagues and I have made
many kinds of lesion in this posterior
system; the type, the size and the loca
tion of the lesions were based on a vari
ety of anatomical and physiological cri
teria. These monkeys have been tested
for their ability to learn and to retain dis
crimination tasks involving four senses.
Vision is studied with a variety of pat
terns, colors and brightnesses; touch,
with unseen objects of different shapes

and textures; taste, with samples differ
ing in bitterness or sweetness; hearing,
with different sound patterns. From the
results of such experiments we are able
to subdivide the posterior association
cortex into areas, each serving a particu
lar sense. These investigations show that
the parieto-occipital area is concerned
with touch, the anterior temporal cor
tex with taste, the middle temporal re
gion with hearing. The inferior temporal
cortex is important to visual discrimina
tion [see illustrations on page 5].

These results present a number of
questions. Why, following the removal
of the inferior temporal cortex, do mon
keys fail completely to accomplish visual
discriminations while being perfectly
able to accomplish discriminations in
other senses and to perform more com-

o plex tasks, such as tasks involving de
layed reactions and alternation of re
sponse? The problem is complicated by
the following facts. Visual information
passes from the retina to a relay point
called the lateral geniculate nucleus and
thence to the occipital (or striate) cortex.
It had long been taught that the occipital
cortex then sends information out to the
surrounding areas, and that the informa
tion finally reaches the inferior temporal
cortex. Since our monkeys fail in visual
discrimination tasks after the removal of
the inferior temporal cortex, the classical
teaching would seem to be supported.
Other considerations nonetheless argue
that the classical view must be wrong.

First of all, the anatomical evidence
shows that nerve impulses would have
to be relayed by three synapses in travel
ing from the occipital cortex to the in
ferior temporal region. Three synapses,
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however, can get a signal from anywhere
to almost anywhere else in the brain, so
that this is hardly sufficient evidence for
a mechanism that demands strict sen
sory specificity. Second, Chow, in a series
of experiments confirmed by my own,
removed all the tissue surrounding the
occipital cortex in monkeys, so that the
priinary visual receiving area is totally
isolated from the inferior temporal cor
tex. Such animals show no loss of visual
performance in spite of the fact that a
lesion in the inferior temporal cortex
only a third ot a quarter the size of the
one made in the disconnection experi
ment will cause serious impairment on
the same tasks. This makes it most un
likely that impulses reaching the inferi
or temporal cortex from the upper re
gions of the visual system account for
the importance of this cortex in vision.

What, then, is the mechanism that

enables the inferior temporal cortex to
play such a key role in the performance
of visual tasks? Where does it get its in
fOlmation and where does it send it? The
available evidence (much of which I
have had to omit in this brief account)
has led me to propose that the inferior
temporal cortex exerts its control by or
ganizing the traffic in the primary visual
system. Recently the pathways from the
inferior temporal cortex to the visual
system have been traced. Applying the
methods of electrophysiology, Spinelli
and I have found, for example, that we
can change the size and shape of visual
receptive fields by stimulating the in
ferior temporal cortex [see illustration
below]. These and other experiments
demonstrate beyond doubt that the in
ferior temporal cortex is not the passive
recipient of data relayed from the pri
mary visual cortex, as was long believed,

but actively influences what enters the
visual cortex. Similar results have been
obtained in the auditory system by
James H. Dewson in my laboratory.

An experiment that tells us a little
about the meaning of this control over
input is currently being completed by
my associate Lauren Gerbrandt. A mon
key sits in a chair inside a box that can
be opened, so that he can see out, or
closed. He can be stimulated through an
electrode placed in the lateral genicu
late nucleus (the relay station in the
visual input system) while we record the
level of activity in the visual cortex.
When the box is closed, geniculate stim
ulation evokes only a small response in
the cortex. When the box is open, the
response is large. Gerbrandt found, how
ever, that he could augment the strength
of the cortical response when the box is
closed (and only then) by stimulation of
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c

VISUAL·RECEPTIVE·FIELD MAPS, made by the technique iIIus·
trated on the preceding page, show how information flowing
through the primary visual pathway is altered by stimulation else.
where in the brain. Map a is the normal response of a cell in the

I
geniculate nucleus when a light source is moved through a raster·
like pattern. Map b shows how the field is contracted by stimulation
of the inferior temporal cortex. Map c shows the expansion pro·
duced by stimulation of the frontal cortex. Map d is a final control.
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INTERSECTION OF NERVE PATHWAYS in the visual.input channel can be depicted
schematically in two dimensions by an array of dots, each representing a single nerve cell.
The response of each cell in turn can be visualized as corresponding to the patterns shown
in the visual-receptive-field maps presented on page 10. At a given instant a stimulus arising
in a particular part of the visual field will cause a certain group of cells (color) to respond.
Simnltaneously a stimulus in another part of the field will excite a different group (black).
Gray cells are inactive at this instant. As long as the scene in the visual field remains con
stant, these same groups of cells will "flash" off and on many times a second. The interfer
ence patterns resulting from the interacting fields of the flashing cells may provide the op·
portunity for the formation of holographic patterns. This diagram first appeared in "The
Physiology of Imagination," by John C. Eccles; SCIENTIFIC AMERICAN, September, 1958.

the inferior temporal cortex. The re
sponse is then as strong as when the
monkey is alertly looking about, exam
ining the world around him. This sug
gests to us that electrical stimulation of
the association cortex crudely repro
duces the neural activity that goes on
naturally when the animal is actively en
gaged in sampling and attending his vi
sual environment.

A detailed and satisfactory mecha-
nism for explaining these results re

mains to be worked out. A tentative
hypothesis supported by considerable
anatomical evidence, and very recently
by limited electrophysiological evidence,
might go something like this. There is
evidently an input from the visual path
way, rather separate from the primary
visual pathway, that leads to the in
ferior temporal cortex. This visual input
to the inferior temporal cortex triggers a
process that feeds back into the primary
visual system and there exercises a con
trol over the flow of visual impulses to
the visual cortex [see bottom illustration
on page 8]. This view is based on such
evidence as our ability to change the
size and shape of the visual fields in
the optic nerve and lateral geniculate
nucleus by stimulation of the inferior
temporal cortex.

This, however, can be only a part of
the story. A satisfactory hypothesis also
has to explain the first experiment I de
scribed, in which recordings from the
visual cortex foreshadowed the mon
key's intention to press either the right
or the left panel when he was presented
with a circle or vertical stripes. Here we
have evidence that the frontal cortex
and the amygdala, which are involved
in registration, also affect the visual
mechanism, often in a direction just op
posite to what is produced by stimula
tion of the inferior temporal cortex.

Pathways from the visual cortex to the
superior colliculus of the brainstem are
well known. Recently we have traced
similar pathways from the inferior tem
poral cortex to this same superior col
liCldus, which is an important structure
in the visual system. (In birds the col
licular region plays a role comparable to
the role of the cerebral cortex in pri
mates.) One can now begin to see how
surgically isolating the visual cortex
from the inferior temporal cortex does
not destroy an animal's capacity to per
form visual tasks. Evidently the commu
nication link between the visual cortex
and the inferior temporal cortex (which
is essential to the retention of visual dis
criminations) is buried deep within the
brainstem. Just as the brainstem serves

as a convergence station for the visual
system, it serves (on the basis of Dew
son's evidence) a similar function in
hearing. The importance of such sub
cortical convergences, which in turn
alter the input to the cortex, has been
highlighted by these experiments.

Further evidence for this cortico-sub
cortical mode of operation of the brain
(as opposed to a transcortical mode)
comes from the same group of experi
ments in which our animals learned to
distinguish between circles and stripes
while a record of their brain waves was
being made. The reason for doing these
experiments in the first place was that I
wanted to see how the wave forms re
corded from various parts of the brain
would be altered by making lesions in
the inferior temporal cortex after the
monkeys had learned their task. I fully
expected that a lesion would selectively
affect one of the wave forms and would
leave others unchanged. Thus (I hoped)
we would be able to identify the mecha
nism that accounted for the monkey's
failure to perform satisfactorily after the
lesion. We might conclude, for example,
that the lesion had interfered with the
monkey's capacity to differentiate be
tween circles and stripes or that it had

interfered with some process linked to
reinforcement or response. This is not
what happened.

Instead of finding a selective change
in one or another of these electrical
waves, we found that the electrodes that
provided the best differential record
ings in advance of surgery subsequently
showed no such differences; other elec
trodes whose wave forms had been un
differentiated now showed persistent
and reliable differences. These differ
ences turned out to be associated, for the
most part, with responses, but in very
peculiar ways that we have not as yet
been able to decipher clearly.

It seems as if the frame of reference
within which the brain activity had
been working before the lesions were
made was now shifted, and in fact was
shifting from time to time. Judging by
their behavior, the monkeys were as sur
prised by the effects of the surgery as
we were. They approached their task
confident of their ability to solve the
problems, only to find they made errors
(and hence received no peanut). This re
sulted in spurts, hesitations and variabil
ity in performance. It seemed as if they
were completely bamed, not realizing,
of course, that it was the inside of their
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ALTERNATION TASK requires that a monkey remember which
cup he lifled last in order to lift the correct one on his next trial
and be rewarded with a peanut. Normally he is rewarded if he reo
members to lifl the cups in a simple alternating sequence: left,
right, left and so on. After each trial a screen comes between him
and the cups and remains there for periods that can be varied from

seconds to many minutes. In part c of this sequence the monkey has
forgotten to alternate his response. Experiments demonstrate that
certain brain lesions inlerfere with a monkey's ability to remember
what he did even a few seconds earlier. By changing the task
only slightly, however, the author found Ihal brain.damaged mono
keys were no longer perplexed (see illustration on page 13).

heads and not the situation that we had
changed. What is the explanation?

Whatever the transfonnations of in
put (holographic or otherwise) that oc
cur in the nervous system, such transfor
mations are in effect coding operations.
In order for a code to work, that is, to be
decipherable, it must be framed within
a context. This context must remain
stable or the infonnation conveyed by
the code will be destroyed by successive
transfonnations. Our reading of the re
cordings of the electrical brain activity
of the monkeys who had their inferior
temporal cortex removed is that the
framework within which their discrimi
nations had been made before surgery
was now disrupted and shifting. The
events observed by these monkeys no
longer conveyed infonnation because
their brains had in a sense become un
stable.

As a hypothesis this can be tested.
We are about to investigate means of
providing externally the stability that
the brains of the brain-damaged mon
keys evidently lack. Sandra Reitz, a stu
dent in my laboratory, recently suggest
ed that this could be done simply by
increasing the spatial redundancy of the
visual cues (that is, the number of identi
cal displays) that we present to our mon
keys on a discrimination task. The ex
pectation is, if our view is correct, that
this change in the task will overcome the
difficulty in discrimination experienced
by the monkeys with lesions of the in
ferior temporal cortex.

Therefore a beginning has been made
in specifying the structures that partici
pate in the organization of memory in
side the brain. The next task is to dis
cover how these structures accomplish
the physiological processes we call re
membering, whether by holographic
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representations or by some process even
more subtle. In our concern with the
storage mechanism, however, we should
never overlook that aspect of memory
which is of overriding importance to the
process of effective remembering: the
method of organizing or coding what is
to be remembered.

In everyday life there are many home
ly examples to show that a given mes
sage is easier to remember in one fonn
than in another. For example, rhymes
are often employed in aphorisms ("A
stitch in time saves nine"); many people
cannot remember the number of days in
the month without first recalling the
jingle of their childhood. A more impor
tant example of the value of efficient
coding is found in the 0-9 method of
writing down numbers compared with
the clumsy system of the Romans. By
employing the concept of zero to indi
cate multiples of 10 our mathematical
tasks are vastly simplified.

A coding mechanism need not neces
sarily be very complicated. Take, for ex
ample, the following "poem," which the
neurophysiologist Warren McCulloch
likes to intone with bishop-like solem
nity: INMUDEELSARE/INCLAYNONEARE/
INPINETARIS/INOAKNONEIS. When spaces
are inserted where they belong, the
message instantly becomes clear: IN MUD
EELS ARE/IN CLAY NONE ARE/IN PINE
TAR IS/IN OAK NONE IS. The passage has
been decoded by the simple procedure
of parsing, or what the psychologist
George A. Miller, my sometime collab
orator who is now at RockefeIIer Uni
versity, calls "chunking" [see "Informa
tion and Memory," by George A. Miller;
SCIENTIFIC AMERICAN, August, 1956].

Many experiments with monkeys
demonstrate that the frontal cortex
long regarded as the site of the "highest

mental faculties" in man and primates
plays an important role in short-term
memory, whatever else it may be doing.
When sufficiently complex tests, com
parable to those used with monkeys, are
given to lobotomized patients, they too
show this memory disturbance. My ex
periments provide strong evidence that
the primate frontal cortex performs its
role by means of a coding operation that
seems to resemble parsing, or chunking.
When the frontal cortex of a monkey is
damaged, the animal has difficulty per
fonning tasks in which he has to remem
ber what happened just a few seconds
earlier.

Typical of such tasks is one in which
the monkey faces two identical cups with
lids that he must raise in a particular se
quence to obtain a peanut [see illustra
tion above]. In the simplest case he is
rewarded with a peanut at each trial if
he simply remembers to lift the lids al
ternately: left, right, left and so on. Then
he must wait a specified interval, which
can be varied from a few seconds to
hours, between each trial, and while he
is waiting an opaque screen is inter
posed between him and the cups. His
task, then, is to remember which lid he
lifted last so that he can lift the other
one on the next trial. A monkey whose
frontal cortex has been resected will fail
at this simple task even when the inter
val between trials is reduced to three
seconds.

It occurred to me that perhaps the
task appears to these monkeys much as
an unparsed passage does to us. I there
fore changed the task so that the reward
ed sequence became left-right (long in
terval), left-right (long interval) and so
on. There was still a mandatory pause
with the screen interposed of five sec
onds between each left-right trial, but



now a longer interval of 15 seconds was
inserted between pairs of trials. Immedi
ately the monkeys with frontal cortex
damage performed as successfully as the
control animals whose brains were intact
[see illustration below]. That time-pars
ing was the key to the success of the
brain-damaged monkeys was shown by
other experiments in which the interval
between trials was held constant but
some other clue, such as a red light or a
buzzer, was presented at every other
trial. The clues were ignored; the mon
keys with frontal lobe resections still
failed at the task.

The experiment is important in several
respects. First, it demonstrates at least
one function of the frontal lobes, a func-
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tion that may be basic to other func
tions. Second, it suggests that the diffi
culty the brain-damaged monkey has in
recalling what he did last is not due sim
ply to a premature fading of the mem
ory trace; after all, he improved quickly
when a longer interval was interposed,
provided that the task was adequately
structured. Third, this structuring, or
ganizing or coding is in fact crucial to
the process of recall.

Other studies show that the frontal
cortex, like the posterior association

cortex, exercises control over sensory in
formation flowing into the cortical re
ceiving areas. In many instances, as I
have noted, electrical stimulation of the

frontal cortex produces effects that are
opposite to those produced by posterior
stimulation. Our studies are not ad
vanced enough as yet to specify which
pathways from the frontal lobes may be
involved. Recent work done by Donald
B. Lindsley and Carmine D. Clemente at
the Brain Research Institute of the Uni
versity of California at Los Angeles indi
cates that the pathway involved may be
a large tract of fibers (running in the
medial forebrain bundle) that carries in
hibitory impulses to the reticular forma
tion of the brainstem. I have on occa
sion attempted to spell out some possible
relations between neural inhibitory proc
esses and short-term memory but such
efforts are at best tentative.
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MODIFIED ALTERNATION TASK could be mastered as readily
by monkeys with part of their frontal cortex removed (colored
curve) as by normal monkeys (black curve). The brain·damaged
monkeys had been unable to solve the standard left.right alterna.
tion task (described in the illustration on page 12) even when the
interval between trials was only a rew seconds. The task was then
modified so that the interval het",een each left·and.right trial was

kept brief (five seconds) but a 15·second pause was inserted after
every right·hand trial. When this change was made, brain·damaged
monkeys performed about as well as normal monkeys, as shown
here. Errors are the number made each day before a monkey
achieved 40 successful trials. Bars indicate the range of errors made
by different monkeys. Data for the 15th day show the result when
all the trials were again separated by equal intervals of five seconds.
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Coding and recoding are thus found
to be essential operations in both mem
ory storage and remembering. I have
described evidence showing clearly that
storage is distributed throughout a sen
sory system. I have also mentioned some
evidence suggesting that the transforma
tions (coding operations) that are per
formed within the input channels can be
described in terms of convolutional in
tegrals. The basic premise involved is
that neighboring neural elements do not
work independently of one another. By
virtue of lateral in teractions, neural ele
ments spatially superpose the excitatory
and inhibitory electrical potentials that
arise among neighboring nerve cells.
These transformations generate a micro
structure of postsynaptic events, which

can be regarded as wave fronts that set
up interference patterns with other (pre
existing or internally generated) wave
fronts, producing in their totality some
thing resembling a hologram. Given a
mechanism capable of storing this holo
gram, an image could be evoked at some
later time by the appropriate input. In
order to be effective as codes, transfor
mations must take place within some
stable framework. To an extent this
framework can be provided by the stored
microstructure itself, by the parallel
pathways of the input system, by the
specific detector sensitivities of units in
the system and by the very redundancy
of the external environment. (We have
no trouble recognizing automobiles be
cause there are so many of them and

they are so much alike.)
For complex and novel events, how

ever, a more powerful organizer must
come into action. Experiments conduct
ed in my laboratory and elsewhere sug
gest that this organizing mechanism
critically involves the association areas
of the cerebral cortex. The mechanism
does not, however, seem to reside with
in these areas. Rather, the association
areas exercise control on the input sys
tem by way of deeper structures in the
brainstem. In short, the function of the
association areas of the cortex turns out
to be that of providing a major part of
the organizing process necessary to re
membering: the reconstruction of an im
age from distributed mnemic events.
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