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VI.

. THE DISTRIBUTED NATURE OF THE MEMORY STORE
AND THE LOCALIZATION OF LINGUISTIC COMPETENCIES

- Xarl H..Pribram .

' Session Cheirperson: David Savan

eﬂiscussanes:lnmichael w.'Mair;sboﬁeid'?reZiesi

. We have heard from Marcel Klnsbourne that there is dichoto-
mania around. .  If he thought it was bad up until now--I'm going to
. give two lectures tOnlght, and even try to give them simultaneously.

lThe problem of brain function as. it. regards semiotics divides
'itself (dichotomously) into the problemof non-locality and the
probleh of localization of function. We've heard mostly about
localization of function and I will take up that theme at the end.
But first, non-locality.

Non-Locality and Iscmorphism
Introduction

I would like to spend some time making clear what is not
localized. The work that Lashley did for so many years reflects a
condition that is’seen frequently in the clinic. If someone has a
stroke destroying one-third of his brain he doesn't come home to
his familyrand recognlze ‘John and Mary and turn to his wife and
say who are you? This is not the way memory works. As Lashley
expressed it, no partlcular engram is ever leost in isolation
because of a'brain lesion. Classes of engrams, yes; apha51cs can't
talk very well ‘and with a visual agnosia patients can't recognize
things visually and with a tactile agnosia they can't recognize
cbjects tactically. There may be retrograde amnesias, antigrade
amnesias, but never amnesia for one single engram. Lashley
expressed this s¢ elegantly in 1950 when he said, "after a life-
time of search for the engram’ the only conclus;on that I can reach
is that learnlng is just not’ poss;ble “Then” he ‘added that this

“may be borme ‘out" ln ‘the classroom but elsewhere there is evidence
: that somethlng gets stored v e o '

© Copyright by Karl H. Pribram 1981
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The problem of non-locality of memory is so impertant that
Bering in his book on the history of experimental psychology
pointed out that until physiolegists come up with some idea of
what the memory trace locks like in the brain, psychologists
shouldn't bother with brain physiolaqy.

Skinner has ‘echeed this theme by stating that first we must
have a lawful black box psychology before we can relate such laws
to physiology. To illustrate the validity of his point, I must
tell a story: I gave a course at Harvard cne summer and Skinner,
George Miller and much of the faculty were sitting in the back row
of the classrcom. At one point Skinner raised his hand and asked,
"Karl, do you believe in isomorphism?” and after a moment of
hesitation, I answered, “"Sure, I believe in iscmorphism." I gdid
think that the brain in scme way made a representation of the
environment pretty much the way I perceived that envircnment.
‘Then Skinner said, "All right, imagine some grass growing." And
I -imagined some grass growing and my cortex was sprouting green.
And then he said, "Now, run the lawnmower over it," and I grasped
my head in simulated pain and said, "No, it can't work like that."”
Skinner added, "'When you can answer that questlcn, I'll kegin to
l;sten to you phys;ologlsts. '

Now I belxeve I can begin to provide some answers to Skinner's
question. At this point I can do little more than provide a window
on a class ¢of models that allew a description of representation
processes and their relationship to the preoklem of iscmorphy. I
noted at the beginning cf the conference that the easiest way to
conceptualize representations is in terms of an IEM punch card
medel. We need now to describe the cards themselves, and the pro-
cess the computer goes through in reading those cards. Conceive of
the brain ‘as being made up of layers of cards with holes that are
not perfectly round but have a variety of shapes. Each card is
therefore a spatial filter. When the cards are stacked, the com-
monalities among holes provide a correlation function. In mathema-
tics such a superimpesition of shapes, when they are continuous--
as when the holes in the cards have cverlapplng shapes--are called
superpositions and these superpositions can be linearly convolved
to correlate the information contained on the cards.

The Issue Qf Iscmorphism

I would now llke to address thls problem of isomorphism.

There have been only two answers. given to the iscmerphism problem.
One is the answer we heard this mcrnlng‘frqmlTaylor, which is that
there must be some isomorphism if we are to get along in this world.
The other answer is that there is no isomorphism. But no cne so
far has raised the crucial issue as to what is supposed to be iso-
morphic with what? Neither Tayler nor Kchler, nor anyone else has
made a distincticon between (1) iscmorphism of brain process with
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prhenomenal experience, and (2) isomorphism of brain process with
the physical world. This is an important distinction. I will
present evidence that there is isomorphism between brain organiza-
tion and the physical world. Further, a case will be made that
isomorphism between brain process and phenomenal experience
depends on sensory crganization.

‘As usually stated, the theory of isomorphism holds that there
is a recognizable correspeondence between the organization of our
phenomenal perceptions and the organization of our brain states.
With regard to the mind-body problems therefore iscmorphiswm is of
central concern. No form of identity between mind and brain can
be entertained if isomorphism does not hold--if it does, identity
is still not mandatory, of course. But to.the extent that iso-
morphy exists, to that extent ocur intimate existential understand-
ing of the relationship between mind and brain is enhanced.

Isomorphism literally means "of the same form." What needs
tc be shown is that a brain state measured electrically or chemi-
cally has the same form, the same configuration as the mental
percept. Recently, Roger Shepard {1979} has extended the concept
tc include what he calls a close functional relaticnship between
brain representation and percept. Henle rightly criticizes this
extension by pointing ocut that a naming response could be inter-
preted as "functionally related" yet be far from exhibiting the
property of sharing the same form.

What are the pertinent facts., First, Wolfgang Kthler demon-
strated that steady state current shifts oc¢cur in the appropriate
receiving areas of the brain cortex when a visual or auditory
stimulus is presented. This shift coterminates with the presenta-
tion and in the same and subsequent experiments it was shown that
the shift accompanies the desynchronization of the electro-
encephalogram (see Pribram, 1971, for review).. At the same time
a series of experiments undertaken by Lashley (1951} and his
students placed gold foil over the cortex in order to short out
direct currents and another series performed by Sperry {1%55)
placed insulated mica strips inte grooves cross-hatched into the
cortical surface, Neither of these experimental procedures nor
another in which electrical epilepsy was produced (Pribram, 1971}
resulted in any deficiency in discrimination performance of cats
and monkeys;_ This led K&hler to remark that not only his theory
but evexy other brain theory of 'perception'had been jeopardized.
In perscnal discussions’ and letters it was' suggested that perhaps
microfields centering on synaptic events mlght substitute for or

‘underlie the macroflelds {see, e.g., Beurle, '1956; Pribram, 1960).

Kéhler died pefore-'any precise conceptual ‘or experlmental implemen-
tations of these 1deas could be accompllshed :

Meanwhile, unit recordlngs of the responses of single cells
in the brain cortex had shown that in the visual cortex the response
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was especially brisk to lines presented in a specific orientation
(Hubel & Wiesel, 1959). In view of the finding that below cortex
the responsive field of neurons was ‘circular, a Euclidian inter-
pretation of the neural mechanism of perception became popular:
below cortex spots, align the spots (by convergence) to make up
lines, and from lines any other figqure can be constructed by
simply extrapolating the process hierarchically. The appeal of

‘the formulation was the appeal of isomorphism--at last the evi-

dence seemed to 1nd1cate that braln geometry and mind geometry
were the- same, '

The basis of this cellular isomorphism is, of course, super-~
ficially different from that proposed by Kohler. He had suggested
that steadystatecurrents were the measure of isomorphism while
the unit recordings relied on nerve lmpulse responses. But closer
inspection shows that this difference is not ‘critical: the respon-
sive fields of neurons are made up of ‘their dendrites and are
therefore ordlnarzly referred to as receptlve fields. Receptive
fields receive inputs via synapses._ " Thus the geometry of the
receptive- field in fact is the gecmetry of the steady state micro-
fields (hyper and depolarlzatlons) engendered in the synapto-
dendrltlc network of the neurcn from which the unit recording is
obtained. And, as noted, toward the end’ of his life Kdhler had
come to entertain the possibility that it was in fact these
synapto-dendritic locations which determined his cortical "fields."

Although the relatlonshlp between the data obtained with unit
recordings and the proposal of braln-peroept isomerphism has not
been enunciated heretofore, the overwhelming intuitive appeal of
this Euclidian solution to the problem even for Gestalt-~oriented
perceptlon psychologlsts such as Teuber has almost certainly
stemmed from a taclt acknowledgment of "the relationship.

It would be nice if this is wherefthe'discussion of isomor-
phism could end. But nature and especially biclogical nature is
wayward in dealing with those who wish to broach her secrets., In
the mid- 19605 it became apparent in several laboratories arcund
the world,.e. g.,_Stanford {(Spinelli & Barrett, 1969; Spinelli,
Pribram, & Bridgeman, 1970), Harvard {(Pollen, Lee, & Taylor, 1971;
Pollen & Ronner, 1975), Cambridge (Campbell & Robson, 1968), and
Leningrad (Glezer, Ivanoff, & Tscherbach -1973) that the line-
selective neurons. in the visual cortex dlsplayed inhibitory and
excitatory,, s;debands in their receptzve fields. .Their responsivity
varied more. as a, functlon of. the width, and spacangs of several
parallel lznes ‘(gratings) presented in.a- preferred orientation than

‘as a function of any, 81ngle line. - Th;s .was conceptuallzed by the

Cambridge group as indicating that the cells ‘were responding to
what Fergus Campbell called the spatzal frequency of repetivion of
such parallel lines in a grating rather than to any single line.
This view was based on the fact that repeated presentations of a
grating of a particular spatial frequency would influence not only
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the subsequent response to that grating but to gratings with
"harmonic” relationships to the initial. grating. Campbell there-
fore proposed that the visual system operates on spatial pattems
of light much as the auditory system operates on temporal patterns
of sound. Recently the geometric vs. sPafial frequency hypothes:s
have been put to critical test by.Russell DeValois at the Univer-
sity of Californmia at Berkeley wlth a clear quantitative result
against the geometrlc and in favour of the frequency mode of
operation . (DeValois, Albrecht, & Thorell, 1978 a, b).

More Brain Facts

Evidence has been accumulating for almost a centary that such
wave-form descriptions of sensory processing are valid. Georg
Simon Ohm {of Ohm's Law of the relationship between electrical
current, voltage, and resistance) suggested in 1843 that the

‘auditory system operates as a frequency analyzer pernaps according

to Fourier principles. The Fourier theorem states that any pattern,
no matter how complex, can be analyzed into a set of component sine
waves, i.e., a set of completely regular wave forms each at a
different frequency. Hermann von Helmholtz developed Ohm' sugges-—
tion by a series of experiments which provided evidence that such -
decomposition takes place in the cochlea. Helmholtz proposed that
the cochlea cperates much like a pianc keyboard, a proposal which
was subsequently modlfled by Georg von Bekesy (1960) on the basis
of further experlmentatlon which showed the cochlea to resemble
more a stringed instrument brought to vibrate at specific frequen-
cies. Nodes of excitation which develop in the vibrating surface
(the® "strings") account for the piano keyboard-like qualities
described by Helmholtz.

Bekesy further developed his model by actually constructing
a multiply vibrating surface which he placed on the forearm of a
subject. When the phase relatiocnship between the vibrators (there
were five in the original model} are appropriately adjusted, a
single point of excitation is tactually perceived (Bekesy, 1967).
It was then shown that the cortical response evoked by such vibra-
tions is also single: the percept rather than the physical stimu-
lus (Dewson, 1964} is reflected in the cortical response. Some-
where between skin and cortex inhibitory interactions among neuwral
elements had produced a transformation. Bekesy went on ta show
that by applying two such "artifical cochleas," one to each forearm,
and once again making the apprOprlate adjustments of phase, the
subject was made 'to experience the point source alternately on one
arm, then on the other, until after some -continued exposure, the
source of stimulation was projected outward into space between the
two arms., Bekesy noted that we ordinarily "preoject” our somato-
sensory experience to- the end of writing-and surgical instruments;
the novelty in his experiments was the' lack of solid physical
continuity between the experienced source and the actual physical
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source. In the auditory mode this is, of course, the principle
upon which stereophcnic high fidelity music systems are based: by
appropriate phase adjustment the sound is projected to a location
between and forward of the acoustlcal speakers, away from the

'phys;cal source of origin.

As noted, over the last decade it has been shown that the
visual system operates aleng similar principles in its processing
of spatial patterms. In an elegant series of experiments Fergus
Campbell and John Rcbson (1968, 1974) found that visual process-
ing of gratings (sets of lides or bars) of varicus widths and
spacings produced apparently anomalous results until the experi-
menters realized that the system adapts not only to a particular

' grating "frequency" but to its harmonies. The “"frequency” of a
" grating is determined by its spacing~~the width of bars and the

distance between them-—and is thus called a “spatial frequency."“

Currently, it has been shown that cells in the visual cortex
encode in-this "spatial frequency" domain (Schiller, Finlay, &
Volman, 1976; Movshon, Thompson, & Tolhurst, 1378; DeValois,
Albrecht, & Thorell, 1278 a, b; Pribram, Lassonde, & Ptito, 1981).
Most telling are the results of experiments which pitted the neuro-

‘physiological "dogma" that the cortical cells were line (bar or’

edge) detectors against the proposal that they encoded in the wave-
form (spatial frequency) domain. DeValois showed that the cortical
cells were insensitive to bar width and that when crossed with
others running perpendicular as in a plaid, the encoding changed
dramatically to include the total pattern. Specifically, the
cortical cells are selectively ‘sensitive to lines (gratings) pre-
sented at partlcular orlentatlon——a finding {(Hubel & Wiesel, 1959)
which was instrumental in generating the feature detector proposal.
If the cells operate as detectors, additions to the pattexrm of
lines (as in a plaid) should not alter the orientation with which
the pattern must be presented; the additional lines in the pattern
ought to . be. processed by additional units selective of that
orientation. But if, on the other hand, -the total pattemrn of the
plaid is belng processed by the cell, the orientation of the
stimulus presentation would have to be altered. DeValois pexformed
a Fourier transform by computer on each plaid presented. Such
transforms show radii at various angles from the original perpen-
dicular arrangement of the lines of the.plaid. DeValois found that
all stimuli had to be rotated to bring these radii into line with

" the crientation selectivity of the. cells ;when_a.grating was changed

to a plaid.;. Furthermore, -the . rotat;on was exactly that (to the
degree and often.to the minute of;y v1sual arc) predicted by the
proposal that the JFourier transform of the. plaid (not its separate
lines). is encoded. R TR . A

o Tha_other{Line of support favouring scome sort of wave-form
operation of the brain cortex comes from the observation that
specific engrams or memory traces are not lost when brain tissue
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is iﬁjure& Wheﬁever the nature of memcfy'traces, they must
become distributed over some considerable part of the brain to
resist disruption. An effective method of distributing informa-

 tion was invented by Dennis Gaber, a mathematician, who suggested
- that storing the wave forms generated by energies reaching a '

recording su:face rather than their intensities would provide

‘better resolution in image reproductlon {1948)'. - Each electron or

photon reaching a film creates ripples much as pebbles thrown inte
a pond. The ripples form wave fronts which intersect, producing
nodes of ‘reinforcement and 1nterference. Mathematlcally, the

peint energies composing an image are transformed into a fregquency,
i.e., a wave-form representatlon,and by performlng the inverse
transform the image can be readily reconstructed. Gabor christened
the method holography because the entire image becomes distributed,
i.e., represented, in each part of the hologram record.

In é hologram each guantum of light acts much as a pebble
thrown into a pond. The ripples from such a pebble spread over the
entire surface of the pond (the mathematical expressiocn for this

- is in fact-called a spread function of which  the Fourier transform

is a prime example}.  If there are several pebbles, the ripples

'produced by one pebble originate in a different location from

those produced by another pebble, thus the ripples intersect and
form interference patterns with nodes where the ripples add and
sink where they cancel. The nodes can be captured on film as
oxidations of silver grains if the ripples are produced by light
falling on-film instead of pebbles falling into water., DNote that
the information from the impact of each and every pebble or light
ray is spread over the "recording" surface, thus the property that
each portion of .that surface is encoding the whole. And as noted
earlier, performing the inverse transform reconstructs the image
of the origin of that information.: . Thus the whole becomes enfolded
in each portion of the heologram since each peortion "contains" the
spread of information of the entire image.

The holistic principle of the hologram is totally different
from earlier views that wholes develop properties different from
their parts. The emergence of properties £from appropriate combina-
tions was expressed in the Gestalt principle that "the whole is
greater than the sum of its parts."” The holistic properties of
holegrams are expressed in the principle that "the whole is con-
tained or enfolded in its parts" and the, very notiocn of “parts" is
altered because parts of a hclogram have no specifiable boundaries.

. The propertzes of holograms that are lmportant for brain

functioning are {1) the distribution of ‘information which can

account for the: fallure of brain-lesions.to eradicate any specxflc
memory trace {engram), (2} the tremendous. xeadlly retrievable
storage capacity of the holographic domain=«-the entire contents of
the Library of Congress can currently be stored on holofiche
(microfilm recorded in holographic form) taking up no more space
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than an attache case, (3) the capacity for associative recall
which is inherxent in holograms because of the coupling of inputs
when they become distributed, and {4) this coupling also provides
a powerful technlque for correlatlng~—cross-correlatlons and auto-
correlations are accomplished almost instantanecusly. This is
why the Fast Fourier Transform (FFT) is so useful in computex
operations when statistical correlations are needed or when image
construction, as in X~ray tomography, is required.

The step from showing that cortical cells encede frequencies
to viewing the cortical surface as a holographic distributing
device for encoding memory is not a completely simple one. The
receptive field of each cell may encode holographically, i.e., in

"the wave-form domain, but such receptive fields are small--e.g.,

in the visual system they subtend at most some 5° of wvisual angle.
But, as has been shown by engineers using holographic techniques,
5uch patch holograms--also called strip or multiplex holograms-—-
have all the image-reconstructing properties of global holograms.
Further, when the patches encode overlapping but not identical
patterns, movement can be recorded. Glebal holograms show the
property of translaticnal invariance which allows object constancy
to result; but this is at the sacrifice of an explicit encoding of
space or time which are enfolded into the "wave number" as physi-
cists term the two-dimensicnal "spatial frequency" of neuro-'
physiologists.

. There are other problems such as the amount of information
that can be encoded in wave lengths recorded from neural tissue.
But if the wave form is spatially related to dendritic hyper-and
depolarizations these can occur angstrom units apart. Furthermore,
the wave mechanical treatment of neural holography may not be the
most propitious; suggestions have been made to use modified cable
theory (Poggic & Torre, 1980); to treat the dendritic net as a
manifold in which each polarization point is considered a cell in
a lattice of a Lie group (Hoffman, 1970); or to use other mathe-~
matical approaches develeoped in gquantum mechanics. Whatever the
best guantitative description turns out to be, the current facts
are that the dendritic receptive field does encode in such a way
that a Fourier transform is appropriate at one level of descrip-
tion (see DeValois, et al., 1978 a, b} and the Fourier transform
has the advantage of being readily invertible so that encoding and
subsequent image reconstruction is easily achieved.

The reason for leoking at gquantum mechanics for mathematical
treatments of neural holographic processes is that the issues faced
at the micro-physical level are in many respects similar to thase
encountered in current neurophysiology. Thus David Bechm {1971,
1973) has suggested that a'holographicéliké order which enfolds
space and time underlies the cbservations of ‘quantum physics. Bohm
calls this an implicate order to distinguish it from such explicate,
explicit orders as those represented by Euclidian geometry and New-
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tonian physics.

On the basis of these results and formulations the problem
of brain-percept isomorphism takes on added complexity. The brain
cortex resembles a spatial filter {Movshon, et al., 1378), rescna-
tor or interfercmeter {Barrett, 1969}, a musical instrument or
holegram constructing percepts. Such an instrument is not a gec-
metric isomorph of the percepts it constructs. Rather, the iso-

- morphism is seen to be between the brain as an instrument and the

arrangement of physical energies elsewhere in the universe. The
isomorphism is between two "physical" entities, "brain" and "world"
rather than between either of them and our percepts!

Were the Gestalt psychologists wrong therefore in their pro-
posal of psychophysical isomorphism? I do not believe so--only the
locus of the isomorphism was misplaced. A possible resclution of
the complexities introduced by the recent findings of how the brain
cortex operates comes from an observation made by David Bohm with
regard to current physics. He suggests that all of our conceptu-
alizations in physics (as opposed to experimental manipulations
and theilr formal mathematical treatment}) are bhased on the uses of
lenses. We have telescopes and microscopes which contain objec-
tives which objectify. Objects are particulate, separated from one
another and can thus move with respect to one another to create the
appearance of space, time, and causality, i.e., the explicate
domain. Take away lenses and one is immersed in the implicate
erder,

Apply this reasoning tc the perceptual iscmorphism problem.
Our percepts provide us with a Euclidian and Newtonian mechanistic
order in which there are cobjects separated from one ancther, in
which there is space, movement, time, causality. This is the
explicate order. " Take away our lenses--in this case the lenses
and retipnal structure cof our eyes, the cochlea of the ear and the
tactile senses which, as we have seen, Bekesy showed in a care-
fully conducted series of experiments to be lenslike due to sensory,
i.e., lateral inhibition--and we might well be left with an impli-
cate order much as was Helen Xeller before she learned to objectify.

How deoes the brain deal with this lens-produced explicate
order? Recall that the holographic transformations are restricted
to receptive fields forming a patch or multiplex hologram. The
patches, the receptive fields, are, however, spatially arranged to
represent the sensory receptor surface-~there is a topological
isomorphism between receptor arrangement ‘and receptive field
arrangement. Thus a coarse grain/explicate 'sensory representation.
and a fine grain/implicate holographic representation characterizes
brain organization just as it dces physical organization.

Isomorphy according to this analysis is between percept and
the coarse grain sensory system mechanism. Contrary to James
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Gibson's pronouncements (197%) the lens of the eye deoes focus an
image on the retina which is viewed by most students of compara-
tive neurology when they are given an ox eye to dissect. But then
this focused image which objectifies is analyzed into wave forms

. by the motion of the retina as shown by the "Mexican hat" configura-

tion of the receptive field recorded from the fibers of the optic
nerve (Rodieck, 1965). These: wave'forms are subsequently processed
by the brain in two ways: a coarse grain process which maintains
the zmage/object ‘properties and a fine grain process which provides.
the computaticnal and storage power of:-the implicate order. In

" the next-Seotion we deal with the problem of how these processes

are extended to produce the logicality which emphasizes the
subjective/cbjective isomorphy while others emphasize the invari-

“ances produced by wave-form correlations’ to produce a rational,

lmpllcate, enfolded order. In_thls o:der, the dualism implied by

iscmeorphism has no role.

Localizat;on and Semiotics

'Introduct;on .

“In Languages of the Brain (Pribram, 1971, chs. 17, 18, 19},

iI made some preliminary proposils concerning the relationship
"between human language and the functional organization of the brain.
These proposals were based on c¢linical experience with aphasic

patients and on’ the analyszs of the structure of lanquage by Charles
Peirce (1934). The proposals were incomplete in many respects and
raised problems that have per51stently Plagued me in trying. to
understand linguist;c processing by the brain. The current con-
ference thus presents an oppertunity to enlarge on the earlier
views which have been especially enriched by attendance at a con-
ference on the origins of speech and language sponsored by the New
York Academy of Sciences (1976), by an interdisciplinary conference
on the nature of’ human language sponsored by the Society for the
Interdlsclpl;nary Study of the Mind (1978), and by the participants

of this conference

Perhaps the'mOSt important problems concern the relationship
between brain organization and Peirce's categories of semantics,
pragmatlcs, and syntactics. The connection between semantics and
syntactics appeared.to be relatlvely easy to establish: grammar
and meaning mutually imply each other much as- partitions on a set
determ;ne the organlzatlon lnto subsets [Prlbram, 1973 a). Thus,
no separate braln locus would be expected to. d;st;ngu;sh distur-

e

Two problems lmmedlately arzse from thzs formulation: one,
it is incomplete since it ignores pragmatlcs, and two, it contra-
dicts the clinical observation that semantic.aphasias more often
follow parietal lesions while agrammatism is found most often in
patients with more anteriorly placed damage in the temporal lche or
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adjacently.at the . foot of the central fissure.

The problems.toncerning semantics, pragmatics, and syntactics
are intimately related to another set of distinctions that Peirce
makes, i.e., those that characterize signs and symbols. Signs

‘refer to icons, i.e., images that outline or caricature the sen-

sory input. Signs may also become indices that peint to, catego-
rize, or classify that input into groups, i.e., sets and subsets,
Symbols, on the other hand, are tokens that bear only an indirect

‘and completely arbitrary relationship to the events .or objects sym-

bolized. 1In Languages of the Brain I focused on this distinction
between ‘the dlrect, deictic nature of iconic and indexal signs and
the indirect tokens that compose symbols as fundamental. However,
the criticism has often been veoiced that signs are also tckens,
and furthermore, that in Languages, Peirce's differentiation
between icon and index was not pursued.

These difficulties are compounded by the generally held opin-
ion by philosophers, linguists, and cognitive psychologists that
signs and symbols are hierarchically related., Peirce is not alte-
gether clear on this issue,.but in Languages of the Brain, sign and
symbeol are conceived to originate from the operation of separate
neural systems: signs are processed by the posterior convexity of
the brain, symbols by frontolimbic formations., Thus, the neuro-
psychelegical formulation has been at variance- wlth accepted lin-
guistic conceptualzzatlons S

Finally, in Languages of the Brain I suggested that the
ordinary distinction between nouns and verbs in terms of nominal-
ization and predication is in error. Both nouns and verbs are
seen as nominalized: verbs refer to nominalized actions while
nouns refer to objects, the difference between objects and acts
being their relative stability over time and place. Predication
is defined neureopsychelogically as expressing a relationship, a
proposition, a belief about how objects and acts have become
momentarily related (see also Eco, 1872, p. 7). Predication,
therefore, demands syntax, in English, for example, the use of
only a restricted range of verbs such as "is." Linguists, on the
cther hand, have tended to identify predication with action per
se and to consider. all verbs as predicates. Verbs are thus instru-
mental, procedural referents to actions of objects referred to by
nouns.,

One may be . tempted to lgnore these d;fferences After all,
dlfferences in d1501p11nary approach- may ‘well, . produce different
analyses. But, if understandlwg human language is to be of a
piece, the. dszexent_approaches ought_to\shed”llght Qn a4 common-—
ality of problems, 'and the discrepancies. listed above should be
resolvable. 'The.following attempt toward. resclution is made in
this spirit. '
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Resolutions of these issues rests on the following proposals:
(1} Image processing occurs 1n the posterior convexity of the brain
by virtue of the primary sensory-motor projactions systems.
{2) Iconic processing results from operations -on these images
during which one or ancther aspect of the image is attended and/or
deictically signed. - Iconic processing is a function of the intrin-
sig¢ ("association") cortex of the right hemisphere in man. (3} In
the left hemisphere this cortex is involved in categorizing aspects
of images into informational altermatives. Thus, attention and
behaviour toward an aspect (or feature) of an image classifies and
indexes that alternative. (4) When arbitrary representations are
used in iconic and information processing, communication becomes
symbolic., ' Such arbitrary representations stem from a recurrent
regularity {redundancy) in an association between the organism's
internal state and an iconic or informative expression. Activity
of the frontolimbic forebrain is necessary to the establishment
of symbolic processing. (5) Symbolic communication moulds language
by reflecting the pragmatic redundancies inherent in social dis-

‘course.

Semantic Processing: Image and Information

Note that in this formulation the distinction between image
processing {iconicity) and information processing {indexing) rests
on hemispheric specialization. The evidence for such specializa-
tion has been repeatedly reviewed (e.g., Dimond & Beaument, 1974}
and has become common knowledge. Less well articulated are the
relaticnships bhetween image and information processing and the
coenstruction of linguistic symbols,: . As Peirce makes clear, icons
and indicants bear a direct relationship to what is being signified.
In today's parlance, images (see, e.g., .Paivio, 1971) and informa-
tion considered as . alternatives (see, e.g., Miller, 1953) are alsc
rather directly derived from sensory.input. Symbols, on the other
hand, are arbitrary and derived from use.: This arbitrariness
stems from the modificaticon of language by expresszons of internal
states that qlve form to the language.

The hlerarchlcal nature of lxngulstic processing may well
have depended initially on the beginnings of hemispheriec specializa-
tion in the audio-vocal nature of human language. There is con-
siderable evidence that initially primate communication proceeded
by establishing a reciprocal relationship between icon and index
using bilateral visual-gestural mechanisms. Thus, apes have been
taught to indicate”their communications by American Sign Language
(e.g., Gardner &-Gardner, 196¢)7and’ the ‘cave ‘paintings of early man
suggest considerable-skill at:iconic: symbol&zat;on.- A plausible -
scenario of the origins of speech'might' bé that frustrations with
visual-gestural”communication ‘due’to darkness in caves, distance,
or other awkward-circumstances became expressed ' in vecalizations
which then became differentiated into tokens for the unseen gestures.
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In this fashlon,‘the expressions became symbols, initially stand-
ing in lieu of icons and indexes and then supplanting them because
cf their overwhelming adaptive advantage -In short, the expres-
sions became words.

It is likely that these first expressions of frustrations
were related to actions and were, therefore, verbs. Verbs are
words that denote actions (Miller, Galanter & Pribram, 1960, ch.
14). "A heole is to dig" a child will tell you and an aphasic
patient will gesture only "to dig." Later in evolution verb words
became nominalized and cbjectified. But as Quine points cut (1960),
even in their referential functions words are highly sensitive to
context. - Thus, it does seem more appropriate to identify them as
symbolic as is the custom in linguistics and philosophy (e.g.,
Morris, 1946) and not as signs as in Languages of the Brain.

Pragmatic Procedures: Language Formation
But by what mechanism are these higher order arbitrary sym-

bols achieved?' The proposal made here is that pragmatic procedures
involving the functions of the frontolimbic forebrain continucusly

‘modi fy icon and index once vocal expressicn becomes involved in the

communication,  The limbic systems are primarily concerned with
monitoring the 'states of the corganism that are expressed as hunger,
thirst, sex, etc. (For review see Pribram, 1971, chs. 9, 10:.) 1In
addition, the intensive aspects of pain and temperature are regu-
lated by these systems (see Pribram,. 1377 a).. These hasic func-
tions are reflected in higher crder processes as establishing the
needs and desires, i.e., the bases for the utilities, that determine
what reinforces the organism's behaviour (see, e.g., Douglas & Pri-
bram, 1966; Pribram, Douglas & Pribram, 1969; Pribram, 1977 b). In
essence, therefore, these systems establish an internally determined
pragmatic centext within which the organlsm approaches the world
about him. C

The limbic forebrain shares regulation of context-dependent
behaviour with the pole of the frontal cortex which can be consid-
ered as the "assoclation" area of the limbic systems (Pribram,

1958) . The functions of the frontal cortex make possible .the dis-
tribution of behavioural responses according to the probability

that the behaviour will be reinforced (Pribram, 1961). Thus,
frontal cortex participates in determining-the utilities which, as
noted above, organize the context within which an organism approaches

‘his world. ! '{Utilities are defined in economic theory as derived

multiplicatively from desires and prbbabilities.)
EERS E T e - :
‘Linguists: and psycholinguists have:up "to. now paid little heed
to the pragmatics of language. ' The line of evidence and reasoning
pursued here suggests that pragmatic procedures are derived from
processes that establish desirabilities and the probabilities of
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reinforcement given a particular state of desire, The linguistic
expression of such pragmatic processes would therefore be episcdic,
i.e., would be dependent on momentary state. Some mnemonic mech-
anism must also be involved since state change is monitored and
outcome {reinforcement) probability estimates are made. Cognitive
psychologists often refer to such mnemonic processes as short term
but more recently, and ‘accurately,’ the process has been identified
as "episodic" memory (Tulving, 1970, 1972) to distinguish it from
more universally applicable semantic stores,

Forming a Language: The Role of Pausing and Parsing

In non-human primates,'lesions of the frontolimbic forebrain,
but not of the postermor convexlty,lnterfere with the performance
of a task which can be used as a model for relating episodic, con-
text-dependent constructions to linguistic processing. This task
is the delayed alternation procedure during which a subject is
reinforced for alternating his responses between the two boxes.
During the interval between oppertunities for response an opaque
screen hides the boxes. The screen is kept in place for from five
seconds to a minute or longer depending on how difficult cne
chooses to make the task. When the interval between opportunities
is equal, subjects with frontolimbic lesions invariably fail the
task: i.e., they seem to forget which box they previously chose,
successfully or unsuccessfully. When, however, the intervals
between opportunities are made unequal thcugh reqular--e.g., five
seconds before hox one must be chosen and fifteen secends before
box two is the correct choice——then the deficit is gquickly aver-
come jPribram & Tubbs, 1967; Pribram{ Plotkin, Anderson & Leong,
1977} . .

The reascn fcr performing the above experiment was that it
seemed as if a monkey failing the alternation task were in much
the same situation as & person hearing or reading a paragraph in
which letters and words were separated by equal intervals. Thus,
MARESEATOATSANDDOESEATOATSANDLITTLELAMBSEATIV¥ is unintelligible
until parsed intc words. In general,- chunking -(Miller, 1956;
Simen, 1974) has been found to be an essential processing mechanism
when the limits of competency are involved {Prlbram & McGuinness,

1975} .

. It is remarkable that the same parts of the brain are respon-
sible for-the operatiocns that determine .context by way of pragmatic
procedures and those that determine the pauses necessary to paxsing
utterances, l.e., expressions into\wcrds,ﬁnﬂhis,identity of neural
substrate sugqesté.that pauses in ‘speech provide the gontextual
cues within which.the-content becomes related tc .the speaker's
state: his mood,.his momentary desires. and probability estimates.of
success in meeting those: desires. -From:these contextual cues,
therefore, significaticon .and symbclization derive~-pragmatic process-
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ing formms (gives form to) the linguistic preduction. Pauses,
inflections, and the dynamic range of speech form the context in
which the content of the communication occurs. This idiosyncratic
aspect of language formation may therefore be responsible for the
rapid transformation of language into dialect by an intimate group
and thus -the varlety of languages used by man,

Further, this relationship between pragmatics and the form
of language expression may underlie the process of predication.
Making words into sentences would be unnecessary unless a state-
ment about state, about desire and belief (probability), etc. were

at stake. Thus, predication stems from pragmatic procedures while

nomination, i,e., making words more universally meaningful, results
from semantic image and information processing.

Syntaqtics: The Motor Aspects of Language

What then is the role of syntax? Syntax must reflect both
the pragmatic form of language and its semantics. Neurologically,
both the frontolimbic forebrain and the posterior convexity of the
brain are directly connected te such subcortical motor structures
as the basal ganglia which are known to regulate postural and
sensory sets (for review, see Pribram, 1977 c). These basal struc-
tures are, in turn, intimately connected with the centrally located
motor cortex which organizes skills.

Over the past three decades, a great deal has been leammed
about the hierarchical nature of processing information by the use
of symbols (e.g., Miller, Galanter & Pribram, 1960). The construc-
tion of programs that make serially operating computers intoc effec-
tive data storage and retrieval mechanisms has shown that such pro-
grams must categorize data into items which can be universally
retrieved and are thus essentially context-free. Hierarchies of
such context-free items {bits -+ bytes - words) are then compiled
into assemblers which in turn are the elements of more complex
programming languages.

More recently, cognitive psychologists interested in simulat-
ing human experience and behaviour have found that exclusive reli-
ance on such hierarchical organization does not reflect the full
nature of human perception, action, and communication. Even the
relatively simple process of compzl;ng demands arbltrary decisions
that are specific to the "episade” or situation, e.g., the particu-
lar computer in use.” " Morxe and more; 'these anestigators have
resorted to the construction of "procedures,' episode-specific
program clusters that can-be flexibly switched-into an ongoing
program whenever a situation so demands {see Miller & Johnson-Laird,
1976; Winograd, 1977; Schank & Abelson, 1977). As ncoted earlier,
in primates evidence has accumulated to suppeort the hypothesis that
the frontal cortex operates such a context-sensitive noticing mech-
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anism and becomes, in this sense, therefore, the executive organ
of the brain (Prlbram, 1973 b) S

Conclusion.

The import of this recent attention to.context-sensitive,
pragmatic procedures in all cognitive operations does not exclude
psycholinquistics or neurolinguistics.: In a sense, this paper has
sumrarized a set of conceptualizations‘that has benefited substan-
tially from recognition of the role of- pragmatlcs, its definition
"in terms of current issues, and the possxbrllty of constructing a
reasonable ' model of the brain processes ‘involved. - Pragmatics has
- thus proved the key concept in rasolv1ng a set of issues and
problems that grew from-an interest-in relating semantics to syn-

" tax. Pragmatics provides the context and form within which image
and information becomes meaningful. Syntax must thus be account-
able to both hierarchical, essentially context-free semantic con-
siderations, and to episode-specific, context-sensitive procedures.
Brain mechanisms exist for semantic processing in its posterior

'convexityfand for procedural organization 'in the frentolimbic sys-—
tems., 'Syntdotic”collation‘becomes”the'hurden of the motor systems
to accompllsh for the linguistic act ‘and is little different in
this respect from the achlevement of other actxons {Pribram, 1971,
‘chs. 16, 19)

Semantic and pragmatic routines, i.e., their respective syn-~
tactic programs, must operate on a variety of buffer and permanent
stores. AS described in the previous section, the distributed
nature of these 'stores and the holographlc—llke process which begets
the store, suggest that semantic and pragmatlc operations re-member
a dis-membered store. ‘" Re~-membering most likely involves a content=-
addressable system based on wave-form correlations (Pribram, 1971,
pp. 157, 326, 349).  Current computers use location-addressable
list structure programm;ng but the distributed biological memcry
has no_"address._T Whatever the molecular storage mechanism might
be, as long as it'is dlstrlbuted, it must be content#addressable
Wave forms, distributed to many locations, could readily be "recog-
nized" by a stored pattern representing prior wave forms initiated
by similar,reoeptor'processesQi This match-mismatch mechanism, a
correlation, provides the decxslon nodes (the heles in the IBM data
cards) in the semantlc and pragmatlc programs The syntactlc struc-

Semantic processes are hlerarchloally organlzéd pragmatic pro-
oedures depend on heterarohlcal graph structures. Differences in
the organlzat;on of the systems .of. the posterlor cerebral con-
vexity from that. of the frontollmblc forebraln account for these
_d;fferences in’ program structure.'/ : :
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DISCUSSION. PERIQD
A Model cof the Text Generator, Michael W. Mair

A "Maodel of the Text Generator" purports to be an Organic
Basis for Conscicusness. The Project thus represents an ultimate
in thecoretical ambition, and the wvalidity of even attempting such
a thing is much challenged. These challenges take two forms.

The first comes from those, usually werking in some aspect of
brain science, who say that our present state of knowledge is such
that we cannot even imagine what such a model would be like. They
denigrate all such attempts to the status of a kind of after-dinner
entertainment, not for serious consideration. These critics may
well be right. But it is the view of this author that we do not
know even that which we do not believe until we state it, that
there are many stages in the evolution of a true theory, as Marcel
Kinsbourne has emphasized. This paper is an attempt at a synthesis,
certainly not an assertion of "how things are” in the brain and
behaviour. It seeks to render visible and explicit some trends in
the literature. ' o

. The second challenge is more radical, and more ancient.
Basically it comes from those who insist that thought and experience
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have to be unamenable to accounting for by any mechanism. It is
the ambition of this study to contribute to the emergence of a
theory whereby the brain might be rendered "transparent," that is,
completely understood in principle if not in detail. There may
still remain, when and if this is done, aspects of experience
which do not seem to derive from “in there” at all. This point of
view will emerge during my paper.: I am reminded of a recent con-
versation I had with a woman psychologist at a conference who, on
learning what it was that I considered to be the legitimate goal
of the enquiry, said, "Well, I hope you never succeed!" She never
stayed to hear the argument. If she had, she might have found the
concluSLQn a l;ttle too unphy51cal.

But-thls second challenge'has been well worked over by
philosophers. For example, J» D.-Searle {1979)' speaking at a
recent symposium on Brain and ‘Mind, said of the theory that philo-
sophy isg not contlnuous with the empzrlcal disciplines:

I myself think that this theory is not refuted but just
became irrelevant by the merch of events. Philosophy is much
-more .interesting today than it was twenty years ago simply
because we no-longer want to make a distinction between philo-
sophical questions and othex kinds., if this means that the
empirical resegarchers are marching in on our territoery, so
much the better, because if they look behind them, they will
see that we are marching in on their territory too.

But enough of the apolegia; Kenneth Craik, writing in the 1940s,
well defined the problem, and if in attempting to formulate a
stage in the solution I have looked extensively to the work of
Kar)l Pribram, it is not only because I reviewed the work of the
latter for this Institute, but because truly his contribution has
made of these topic¢s a "Pribram world." -

From Craik (1966):

' The adequacy of our examples and explanatiocns of animal
mechanisms and behaviour will be largely governed by the
general view we take of animal life and its function. There
are various theorles—~such as the stimulus-response theory,
the theory of instinets and drives, and the theory of con-
ditioned reflexes and modifiable responses. None of these

. seems to me to put the emphasis in the: rxght place; the
nature of the, anlmal and ‘human mind seems rather to be to

13c0py its envxronment wlthln 1tself in an actlve dynamic

‘model which is capable of reallsan tendencxes and possibili~
ties of that environment which are. obstructed in this outer
world by the separation of the. wrong energy-relations among

u;the parts of . that envxronment. ‘and once these possibilities
have been mentally realised they can often be brought to pass
physically through the motor mechanisms of man and animal.
This notion of life bringing to fruition the possibilities of



