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Convolution and Matrix Systems as
Content Addressible Distributed
Brain Processes in Perception and Memory

Karl'H. Pribram
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The curiows theory of Baim and oibess (Bet ¢ach bes i lodged in o separate gamghon
gefl |Is] mn Bypothesis impossible both psychologically asd physiclogically (Eb-
benghaus 1964 65, fostnode).

The proper way im which 10 think of this casssibon [the indirect strengthening of
associations| would becomy clear only by the atroduction of physiclngical concep-
tizns which mast first be corstructed or af kas remodoled (Ebbinghaus, 1964,
[ A 3 1

INTRODUCTION

In tackling the problem of “the introducton of physiolopical conceptions
which must first be constructed or at least remodeled,” | proposed the following
in the summation session of the International Congress of Paychology held in Festival
Hall, London, England:

O of the Facts of ke brain & the peculisr {inding, made much of by Lashley.
that paking holes @ane 6 does nel sen: 1o hoether recogmition or recall. A patient
Blird in kall of mare of his visual flield cin et dentily and recogmize whatewer he
kmow Before,  He does thls with rthe remaining brain tissse which must conlan
wifficient informslon 10 alow reconstmgction of the whole,  Experimental anaisis
of this clinkcal ehssrvation ki cstgblshed beyond @ doabt tkat memory sfomge m
the brain is distributed and mdundant within ihe system invalved

Unilil recently Ehere wad ni easily copceivable model of a distributed redundany
memany which shg fitted 1he ansiomicsl constmaction of ibe brain, The puzzle was
that 1k braim is wired in g wey specific fashlen — mod at all lke s undom e
bul the peychalosgcal Fuactheas of (ks diechiie demanded Nexibiliy which only
d distributed mechanszm coubd provede,

The udwent of Hodographic phoregeaphy and (e sCgnde of oplicad milormaieon
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processing has changed ald this, Hoboprephy depends om precise and specific relation-
ihips to altain distributed and redundamt storage, This b effeceed by coding a0t only
the iniensity buf especially the spatisl phase tebtbonships. the spatial reighbourhood
inigractions among simubaneously eocurming events.  Most holegrams, and | believe
neumal holograms sre of this type, resalt when wavelorms Initisred by a soures reach
thele destinatinn by two of mofe roobes so that pattens of interfering waveltamts
hecorme eftakblished

Holagrams have marveliows properties. A small picce of helographic flm will
sllow peconatructlon of the whole image of the objecl photographed just &5 2 small
plece ol brain will allow recognition to occur, When iwo or more objects have been
phoiographed, tramsillomination of the film with lght from one of the objects will
give rise ta ghost images of the otkers — fpue assoctative pecall which can scl as an
aciive filter in Enformation processing systems.  Fuarther, the wseful slorage capacity
of hologmms s preanmenal  alresdy 100 million Bits of memory hawe been stored
in the spede of one cubic cemtlemetre.  This capseily nesalts from the fact that
halographb: patiuine can be owerlayed amd cach retrivved withoal afTecting the others
when the spede inpuwt which pencrated the paltorn occuns.

I belicve that holography, ie, optical information processimg and memory
storage, Wwilll influence psychology during the 19708 much os compater technology
hag influenced var work daoring the sixtizs. The digital, ssquential compater gave
rise to ways of handling the programming of symboléc codes. The enalogue, spatial
h-l:lll:-!;'.lrl will give nise to ways of handling what | shall call cerordimete coding.
Co-ordinate transformations are powerful tools for contend addressthle paraliel
information processing, giving instantenecus crosscofrelations when desieed, and
s lPﬂ'Eli..'l] patiesn Tﬂl:ﬂﬂlllﬂl'l b pgders ol time compatible with ilode observgd
in bdalogical grgansams (Fedbram 159650 &1k

The predictions made at the Congress have taken a bil longer to come about
tham | had hoped and expected. But by the mid-1980s, models based on halogra-
phic-like proceses are beginning to beécome serious contenders for journal space
and for discussion at conferences. This essay will repon some of the more influential
of thowe articles | the context of research from my own laboratory,

The work of my faboratory which has bearing on the issue of holographicike
models of memory has centered on the distinction between the functions of the
fronto-limbic formations of the foebmin and thow of the cortical convexity. This
easay Wil trace the impact of thy research on twe types of mathematical medels
of distributed represeniations of memory currently used in cognitive scicnoe.

Murdock has recently reviewed the evidence which distinguishes convalution
and matrix theories of dssociative memory (1979, 1982, |985). He points out that
wherens the matrix model as developed by Pike [[984) has the advantage of
gsimplicity in obtaining explictt expréssions and Lo some extént in slorage capacity,
the convilution-correlation model is more powerful in mamy other respects such as
the handling of serial order information

This presentation will address two related problems which stem from Murdock's
review'. One & general and the other specific. The general isue concerns the
relationship of mathematical models 1o the “reality” of brain function. The specific
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issue is the one which concerns Murdock, ie.. which is the better of the two models
to handle copnitive processingT  With regard 1o the general issue, | will develop
the theme that the mothematics does in fact mircor the realities of brain function,
with regard to the specific issue | will describe experiments that mdicate thar both
the matrix and the convolutional models have their place. These experiments will
be tzken up first since they are alsc the basis for the asertion regarding the relation
of the mathematics (o brain function,

MODIFICATIONS OF RECEPTIVE FIELD ORGANIZATION

The particular experiments from which | want to generalize were performed
on the receptive field organization of single neurons in the lateral geniculate nucleus
and the primary visual coriex of cais and monkevs (Spinelli and Pribram 1967,
Lassonde, Prito, and Pribram 1981 The meceptive field of a peuron is that part
of its dendritic feld which b functionally excited by 8 particular sensory input.
In the visual system the mput iz presented menocularly to a subject whose gaze
is fixed either by having the subject fixate a point in the environmeni or by
temperarily paralyzing the eve muscies. Maps are then constructed which delineate
the kecations in the environment in which a anall light will excite or inhibit the
cell's output which is measured by recording with micreelectrodes and 2ccumulating
the number of impulses gemerated by the cell while the light i in a particular
position. In our experiments the light was displayed as a small moving dot om a
contrasting background. The location and motion of the dot were computer
controlled and thus the computer could sum in a matrix of bins which represented
the range over which the dot was moved, the number of impaulses generated for each
position of the dog since it “knew™ where the dot was located,

The resulis for the lateral genbculate mucleus are shown m Figures 1 and 2
The three dimenzional representation, Figure |, 5 ususlly called the Mexkcan ha
function lor obvesus reasons, The brim of the hay represents the spodlaneous
backgrownd of impulse aetivity of the neuron, The crown of the hal represents
the excitation of the cell by the dot of light when it is located i the center of the
receptive field. Where the crown meets the brim there & 2 depression which indicates
that the output of the cell has been inhibited.,

This center-surround organization, [irst described at the oplic nerve level by
hulfler (1953), 15 more cleasly shown i Fig. 2 which 5 a cross section of the hat
parallzl to the bBrim. The cut is maode two standard deviations sbove the background
activity which consfitutes the brim. The inhibitory surrosnd has been shown (25
Creutzleldt, Kuhat, and Benewento 1974, for cortical cellsp to be due to hyperpo-
barieang &ctivity ina lateral network of “local circuit newrons” (KRakse 1976} which
arg essentially axonbess and, therefone, do not gencrate nerve mmpalaes,
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Figure 2. Visualoreceptive ficld maps show how information Mowing
through the primary visual pathway is altered by stimulation
eleewhere in the bradn. Map a is the normal response of a
cell m the geniculate nuclews when a light source & moved
through a rosterdike pattern. Map b shows how the field is
contracted by stimulation of the inferior temporal cortex.
Map ¢ shows the expansion produced by stimulation of the
frontal cortex, Map d is a final control faken 55 minutes
after recording a. (From Spinelli and Pribrem 1967,

[t is this inhibitory surround which can be sugmented of diminished by electrical
excitatbon of other paris of the forebrain. Stzmulation of the fronfal corlex or
the head of the caudate nweclew: dismsishes the |:|||'|.i:|'|-i11.lr:|.I surrul.md, as pidicated
by F in Figure 1; stbmulation of the posterior intrinsle {assoctanon) cornex, specifical.
Iv in this case, the inferotemporal portben of this eoctex, or of angther of the basl
ganglia, the putamen, produces an augmentation of the inhibitory surrownd as
indicated by IT in this figuse.

The memilis for cortscal weoroens I :ﬂ:lnu.-wliul more i:l:rrrlplm; simee {hewr
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receptive fields are elongated as first described by Hubel and Wicsel {1968}, How-
ever, some of these receptive fields (classified as “simple™ by Hubel and Wiesel)
demonstrate inhibitory flanks and others {classified a5 complex), while failing 1o
show this type of internal organization, can nonetheless change their overall
functionally active size. Despite these complexities, the effects on visual cortical
cell receptive Fields of electrical excitation of frontal cortex and cawdate, on the
one hand, and of posterior cortex and putamen, on the other, essentially parallel
those obtained from the steral geniculate nucleus.

Dendritic felds overlap to 2 considerable extent, Thus, when the excitatory
portion of the receptive fields become enlarged, the dendritic fields essentially
merge mto & more of bess continuous functlonal feld, By contrast, when (he
excitatory portion of the recepiive fields shrinks, each neuron becomes functionally
ssodated from its neighbor,

This modifishility of the primary visual system m the direction of greater
separation of confluence among channéls was supported by testing the effects of
the same electrical stimulationa on the recovery cyeles of the system as recorded
with small macroelectrodes. Figure 3 graphs the effects obtamned: Frontal stimula-
tions produce & slowing of recovery while posterior stimulations result i a more
rapid recovery as compared with an unstimulated boseline, Slow recovery indicates
that the system is acling in unison; mpid recovery means that the system |3
“multiplexed,” i.e., that its channels are separated and not encumbered by 2 mone
extensively interconnecied sysiem with consequent greater ineri ja,

INTERPRETATION OF EXPERIMENTAL RESULTS

With respect to basing a mathematical processang model on these data i is
clear that fromtal beain stimulatbon deives the wisual systermn towards a more
vontingous mode of operation while posterior timulation drives the system toward
a more discrete mode,  This suggests that the convoletion-corrclation model s
mare appropriate when the focus of brain activity shifis foreard and that the matrix
moedel s more appropreste when the focus of brain activity Fes more posteriorly
To fest this mierpretation we need o relate the known behavioral functions of
the Frontal and posterior portions of the brain 1o the known advantages of the
two types of models,

Convolution-correlation mathematics hawe been used 1o model sensory-motor
and perceplunl-molor learning and skills.  Thus, Licklider (1959), Unal (1975),
and Reichardi (1978) developed terporal and spatial autoecorrelation models w
account Mor their resulis of ex perintents on optomotod and peroepiual performances.,
Cooper (F954) and Kohonen (1972, 1977) hove used a similar mode! o describe
a variety of properties both percepiusl amd cognitive.  Thus, e, Conper has



,_
i)

-
2}

Pereenl change W racovery

i j i j ] i i
T &5 ™ = T 50 m =
Milli seeomds

Figure 3, The chonge produced by cortical stimulation in recovery of
a response in oam afferent channel. Cortical stimulation of
8-10 Hertz was maintained continsously for several months.
Control stimulations were performed on the parietal cortex.
Records were made immediately after the onset of stimula-
tion and weekly thereafter. The initial recovery functions
and those obtained after one month are shown. Vertical bars
represent actual variability of the records obtained in cach
group of four monkeys. The amplitudes of electrical responses
evokied I primary visual cortex constitute the observed data.
{From Spinelli and Pribram 1967)

ﬂ:w,-.lupﬁﬁ a midel bazed on the affacis of monocubar ﬂEpi'i.'l.'.ll'rﬁn an the rE:‘IPI'.I!'Iﬁi'r't-
ness of nevrons in the visual cortex and has made successful predictions of outcomes
of experiments inspircd by the model,  Owr own efforts (Prbrm and Carllon
1986} have wsed this type of model 1o tease apart, mnaging as & Tunction of
convalving the various stages of processing in the primary visual system, from object
perception which depends an correlations among patterns in which cenfers of
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wymmelry are determined by operations performed in the superior colliculus and
the visuomaotor system.

Mone of these perceptual and metor ills depend on functions which can
be ascribed to the frontal part of the brain, Nor are they related 10 the infero-
temporal cortex and the posterior imirinsic “association” systems of which the
inferotemporal cortes is a part. What is suggested by these successful models is
that the convelution-correlation approach is dhe more appropriate for fundamental
percetual and motor performance and that the matrix medel, the more appropriate
For certain specialized cognitive operations.

But, as noted, certain aspects of cognitive processing are more receptive 1o the
convolutional-correlational approach, The modelling by these techniques of serial
position effects ks especially frultful. T s, therefore, interesting that Milner has
shown that patients with frontal lobe lesions are deficient when “temporal tagging™
is necessary 1o solve & problem (1974).  In my work with monkeys a ssilar resuld
was obtained (Pribram and Tubbs 1967; Tubbs 1962, Pribram, Plotkin, Anderson,
and Leong 1977). Frontal lobe resections drastically impadr the ability of monkeys
io perform a delayed allernation task. In this task the monkey has to alternate
from one trial to the next, his chobces between two identical boxes im order o
obtain a reward. Trials are separated by equal time intervals durmg which a sereen
i mterposed between the monkey and the boxes, which allows baiting the appro-
prigte box by the experimenter out of sght of the monkey. The screen has been
shown to act as a distractor (Malmo [942) suggesting that the defective performance
of the frontzl lobe lesioned subjects Is due vo their suscepribility 1o pro- and retro-
active miterference, a suggestion that has been supported by o number of other
findings {see Pribram 1961 and 1973 for review).

As shown in Figure 4, when interference is minimized by making the intertrial
miervals asymetrbc, frontall lobe lesioned monkeys perform es well as thelr wun-
operated control subpects.  This result, in addition to thal obiained on receptive
field structure and that on recovery cyeles, supports the suggestion that, as a guide
for exploring the newral mechanisms involved in cognitive processing of this type,
a convolutional model i preferable to o matrix model,

Where then does the motrix model hove the advantage?  An essential difference
between the comvolutional snd matris models is that in the convolutional model
critical operations are performed on the mner products of its vectors while in the
matrix medels such operations wtiize the outer produects of vectors, Murdock
states the issue as follows;

... ke bame peae seems 1o be as follows. | would suppest thal an association can
B reprosented as & convolutbon, information s dored B o4 commin Memary
voctod, amd codiglation & the retrieval operation.  Fike woald suggest thal am
weoclatinn [ the outer product of 0 eoolors, mPormation & sored = o2
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Figure 4. The modified alternation task which cowld be masterad

readily by monkeys with part of their frontal corfes remaved,
The brain-damaged monkeys had been unable to solve the
slandard left-right alternation tasdk even when the interval
between frials was only five seconds, The task was then
modified so that the iniervals between trals described the
pattern B 5 sec. L 15 see. B Ssec L 15 sec. R 5sec L 15 sec,
When this change was made, brain-damaged monkeys
perfermed about as well as normal monkeys, as shown.
Performance curves of frontal [upper) and control (lower)
groups.  Errors are the number made each day belore a
mionkey achieved 40 successful triaks, Bars mdicate the range
of errors made by different monkeys, Data for the 15th day
show the mesult when gll the trials were again separated by
eqqual intervals of five seconds. (From Pribram and Tubhs
1967}
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memacy matric or st of matriees, snd  vectormatrls  premalliplication  and
posimultlpllcation is 1he retrieval operation . . (1985:132)

As treated by both Pike and Murdock, memory is of 8 piece. This is probably
so at the deepest bevel of procesing, and at this level, a3 already noted, | agree with
Murdock that the conwolutional approoch “is not quite ready to be sbandoned in
favor of & matrix system™ {1985:132). But all memory is pot associatve i structure,
Categorization and hierarchy characterize referential {semantic) svstems and their
operations are served by the posterior intrinsic “associetion” mechanisms of the
brain {for review of the neuropsychological evidence on patients, sse Warnnglon
and McCarthy 1983),

The task which is vsed in animal rescarch to test for this type of memory is
a sensory discrimination problem m which the subject must identify a coe on the
basis of itz consistent reinforcement hstory, Thus, a monkey is tramed o choose
8 box whose lid has painted on it & square rather than a plus by virue of the fact
that a peanut is always found i the box wnder the square and never in the one
under the plus. Frontal legions have no effect on performing this task. Inferotem-
poral lesions do (and have no effect on delayed alternation). Resectbons of other
parts of the posterior intrinsic “assoclation’ cortex affect discrimmation learning
and performance in other sense modalities: anterior temporal for taste; superior
temparal for hearing: parietal Tor somatosensory.  In all cases, the defective per-
formance & unigue to the particulsr modality — the resection does not affect
performance in any other modality. There is, thus, a multiple dissociation berween
identification of cues i the various snse modalitees and alzo Between these and
delay-dype tasks such as the debayed alternation (for review see Pribram 1954,
1D60a. 1972; 1984),

My tentative soggestion is that the matrixn model is also not wet ready to be
abandoned. This model is clesrly viable in the hapds of Anderson and his colleages
when applied 1o karning and performance of discrimination type tasks (see
Anderson, Sihverstein, Ritz, and lones 1977 Tor review), Whenever categorical and
hierarchical processes are involved, storage as outer products of veclors and retrieval
by postmultiplication may be more appropriate than storage by association in o
common vector produced by convalving inmer products.

This line of ressoning leads to the suggestbon that reference — semantic —
memary s best represented by a matrix model and that the convolution-correiation
mudel be reserved for gome other fype of memory, Tulving has differontated
“episodic’ from semantic memory by @ variety ol tasks (see Tulving 1972, 1985
for review). My inclination is fo now procede 1o Tind out if mdeed Lhe comvolution-
correlation approach will more élfectively model all aspects of episodic memory tlan
will a matox model,  Ths melinaton s furthered by the fact that ome coniral
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characteristic of episodic memory is s preservation of some sort of place keeping,
timne tapging, and serial ordering.

DO COMPUTATIONAL MODELS REFLECT REAL OFERATIONS IN THE
BRAIN?

If the stance taken in the preceding section has merit, a good case can be made
for a match between models of the sort described and the brain mechanisms they
are wonl to describe.  What is necessary, however, is 1o slect from the variety of
possibilities that model which will most effectively describe and predict data at
the mneorsl 35 well s st the behavioral level. This mesns that closer
sttention must be given to the differences in processes served by the several systems
of the bratn, As described above, there is a difference between the operations of
the sensory and the motor systems and between these and their associated intrinsic
systems. Further, there 15 & difference | processdng by the frontal and the posterior
intrinsic systems. It would be surprising, indesd, if the identical modelling approach
would hold for the various processes served by thess different brain systems.

In my own work 1 have emphasized the difference between processing m the
space-time domain and processing in the Fourier transform domain which @
sometimes referred 1o as spectral, sometimes as frequency (in the mathematical,
not the ordmary time dependent sense), sometimes as holographic. Gabor, the
discoverer of the mathematics of holography, described in detail the relationship
of this mathematics to that wsed n guanium physics (1946). Gabor elememiary
functions have been shown to characierize the receptive field properties of corgcal
newrons mo the vigual syatem (Pollen and Ronner 1981, Marelts 1980 Burgess,
Wagner, Jennings, and Barlow 1981}, These functions are composed of a Giawssian
envelope which limits the sxient of an otherwise infinite Fourker component in
the transform domain,

Campbell and Robson and their colleagues (see Blakemore and Camphell 1965,
Campbell 1974, and Campbell and Robson [963 for seview), and DeValois and
his coworkers {see review by DeValols and De'Valols 1980; DeValois, Albrecht, and
Thorell 19783, b} have shown that wunder certain experimental conditions (the
dreifting of gratings) the receptive felds of newrons in the visual cortex are cach
“tumed” to approximately an octave of “spatial frequency,” the entire ensemble
of peurons, thus, making up 3n overlapping “soundmg board™ of ewnant Fourier-
fike elements. The visual system analyzes (and recounistructs) spalio-temporal
patterns, much as the auditory system analyzes (and reconstructs) temporo-spatial.

The experiments described in the initial sction of this presentation indicate
that lateral inhibiteen may be responsible for the Gaussian limit on the otherwise
infiniee Fourier componenl. The Gabor elemeniary function cun, thiis, be madiled
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in the direction of the Fourler domain o in the direction of the Gaussian, When
pushed towards its Fourier aspects a convolutional model is appropriste since the
resonant frequencies (represented by a vector in the model) can be specified, When
the receptive (12, functional dendritic) field s pushed toward its Gaussian, an
impulse function representimg a specific spacetime coordinate in a matrix is the
mare appropriate model. Vectors, then, indicate the space-ime pattern of impulse
functions, Movshen, Tolhurst, and Thompson (197Bab.c) have, in principle,
analyzed the composition of complex receptive Tields info subfields which digplay
excitatory and inhibitory properties by such an approasch,

Many scientistz have claimed that because the Fourier relationship is invertible
(te., one can reconstruct the space-time order from the Fourier by simply reapplying
the transform a second time) that the models are simply mathematical or computa-
tional devices by which we gam access to one or another aspect of a hidden reality,
This wiew @5 similar 1o Bohr's complimentarity view {1934} in quantum physics
and the view of critical philosophers (e.g.. Feigel 19607 with regard to the mind]
brain issue. This multiple aspects view iz shared by MacKay who describes it as
mind talk and brain talk.

| have countered these multiple aspects approaches to the mind/'brain Bsue
by proposing a mulliple realization approach (Fribram 1971ab; 1986). In my
presentation here, | have extended this approach 1o suggest that various precise
thearies in the form of mathematical models are not 1o be treated as mierely alternate
viewe ftreating different aspects of the same global cognitive/neural relationship
but that the different models based on copnitive and neural data refect the realivies
of procesing when made sufficiently specific with regard to the brain systems they
are wont to deseribe.

COMRCLUSION

Data regarding the modifyability of receplive field properties of visual system
neurons were presented to indicate that both comvolutionsl and matris models
of cognitive processing could reflect real mechanisms operating in the brain. Both
of these types of models invoke representations which are distributed and content-
pddresable.  The comvolutional model is adept at processing serial order effects;
the matrix model does betier with categorizing. Serial ordering has been shown
elated ta the fronto-limbie portions of 1he Tomebrain, while categorization is relajed
i the syslems of the posterior convexity., Electrizal stimulation of fronte-limbic
structures resulis oo greater coherence among the activity of dendritic receptive
fiebd processes i the wisual system — coherence which is better approximated by
conwolutional models.  Electrical stimulation of systems of the cerebral convexity
resuilts in functionally separuting the activities of these warious receptive field
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channels from one another — separation which is better approximated by matrix
mesbels. There ds, thus, every rezson o ulilize both convelutional and matrix models,
and to infer that each reflects & “real” brain process,
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