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Meurons are ordinarily conceived to be the computanional anits of the brain, thus
the mafority of processing thegries since the seming! coriribution of Mc Culloch
end Piits (1943) have taken the axonal discharge of the neuran, the nerve impulse,
as the currency of computation. However [his framework jor computational theary
har led fo considerable misunderitanding befween newrpscieniisis and fhase
interested in compuiational proceszing. Cuwrrent compulalionn! processing
emphasizes @ minimum of constraints in the processing wetwars or kardware, bur
i the curren! meurosclence  Jfromework  wetware 15 Righly  congirpined,
Misunderstonding iz alleviated when the computationa! framewerk @5 brodened to
Inciude the microprocessing thal fakes ploce within dendritic nefworks, amd
recognizing impoeriance of dendritic micropracessing allows a coherent theory o
be framed regarding the nevrnl junctions responsible for perceplion

I. Neurons

Mearons are ordinarily conceived to be the computational units of the brain. Thus
the majority of processing theories since the seminal contnbution of McCulloch
and Fins {(1943) have taken the axonal discharge of the neuron, the nerve impulse,
as [he currency of compuiation,

However. this framgwork for computanonal theery has led o considerable
misunderstanding berween neuroscientists and those interesied in computational
processing Succesful compuiational networks depend on highly-cfien randomy-
interconnecled elements. The more complex the computation, the more connections
are needed: the law of reguisite varery (Ashby. 1960) Nevroscienusts know that
neurons are connected nonrandomly, often sparsely, and always in 2 specifically
configured fashion for a neuroscience view of connectionist computarional theory
In thort. curren! computational processing emphasizes a muinie o f consiraints
in the processing wetware or hardware; in the current newrgscicnce framework
wetware is highly constrained.



Misunderstanding is allevizted when the computationzl framewark if broadened to
inclode the microprocessing that takes place within dentrite networks. Not only
are axonal dendritic synapses that connect  peurens subject 1o local influences in
these networks, bwl innumerable dendro-dendritic synapses provide  the
unconsirained high connectiviry needed in computational procedures. (Bishop
1935, Pribram 1960, 1%71, Schmicg, Dev&Smith 1978} In fact, a laree oumber of
NEUrONS- in Some svsiems, such as conex, as high a5 30%- do nol have any axons at
all Their processing capamhny (primarniy inhibitory} is purely dendro-dendnne.

Juncuons {axodendritic and dende-dendnue) between newrons in the form of
chemical svnapses. =lectrical ephapses. and tight juncions occur  within
overlapping dandrnic arborizanons. These junclions provids the possibility for
processing g5 oppossd to the mere  transmssion of signals, The ferm
neurotransmatcers applied to chemicals acung a1 junctions is, therefore, somewhat
mislcading. Term such as newrorégubator and newromodulator convey more of
medning of wihad actually transpires al 5 Napes,

Merve impulss conduction leads eservwhere in the ceniral nervous sysiem (o such
junctiongl dandnic mizropenc:~3ng  When nerve impalses arrive at synapsas,
prasvnaphic polurizapons resull Theso are never solitary bul constinge amrival
patterns, The patterns are condtiuied of sinusoidalls Aucruaung  hvper- and
depolarizations which are insufficizneic  large to immediately incile nerve impulse
discharge. The dela affords opporunity for computational complexiny.

The depdnsic  microprogoss  thus  provides  the  relatively unconstrained
compuiaiional power of the brain, especially when arranged in layers as in the
comey Tleé computational powe can be described by linear dynamic procésses, in

lermes of guantum Held neurads nemics

Neurons arc (hresholding devices that spatially and wemporally scgment the reselis
of the dendritic microprocsss mnto diserete paskers for communication and control
of siher levels of processing. These packets are more resistant 1o deyradation and
interferenss than the praded microprocess. They censtitute the channels of
communicancn nol the processing element

Communicaton via newrons ofien consists of dividing @ massage into chunks,
labelling the chunks o that they are identfiable; transmining the chunked
message. resembling it at its destination. Meurons are labelled by their bocation in
the natwark. This farm of labelling is highly efficient because of the cetenlially
paralicl pagers of nearonal connectivies.

Meurgnal channgls constrain the besic linear microprocess. These structural
constraints can be topologically parallel convergent and divergemt, An instance of

a combinanon of these farms of consirant is the  connectiviny between retina and
corebral cortes, which is expressed as a logarithmic function of distance from the

=l



fovezl center. Oiher constraints shape the ume course of computations and l2ad to
learning. Unveilling the manner in which constraints are imposed in the natural
brain is the work of the neurophysiologist

2. Dendritic Microprocessing

Recognizing the imponance of dendritic microprocessing allows a coherent theory
10 be framed rega:ding the nevral functions respansible for perception. As Bribram
(1971 initially s1a1ed in Languages of the Brain:

Any model we make of perceprual processes must thus ake into actount
boih the imporence of Imaging a process thal contribuies a porton of
man s subjective expenence, and wthe fact that there are influsnces on
behavior of which we aré not aware. Instrumental Behavior and awareness
are often opposed- the more efficient a performance, the less aware we
become. Sherrington noled this antagonism in &8 succinct stalement
"Between refles action and mind there seems t0 be actual opposivon. Reflex
action and mind seem almost mumally exclusive-- che mors reflex the reflex,
the less does mind accompany 1t.”

Languages then proceeds 1o detail the fact that nerve impulses in axons and
junctignal microprocessing in dentries function réciprocally. A hypothesis was
formulated to the effect that when hebbit and habituation characienzs behavior that
has become automaric, there is eficient processing of dentritic "armival patterns imo
departure panems. On the other hand, persisting designs of junctional patterns are
pssumed to be coordinated with awareness, The hypothesis is consonant with the
view that we are cognizent of some, but not all of the events going in the brain

Merve impuelses aroving al junctions generais deniritic microprocesses. The design
of the microprocesses interacts with that which is already present by virmee of the
sponiancous acuvity of the nervous system and its previpus experience, The
interaction is modulated by inhibnory processes and the whole procedure acogunis
for the compuiational power of the brain. The dentritic microprocesses &ot 8s &
“cross-correlation device to produce new figures from which the paterns of axonic
nerve impulses are initiated. The rapidly paced changes in pwareness could well
reflect the [pace of] dusation of the correlalion process.”(Pribram 1971}

Histonicalis ihe issues were framed by Lashicy. Kohler and Hebd Donald Hebo
{1949) summed up the preblom by poimiing out that one must deside whether
perseption s 10 dopsnd oo ‘hi exontation of speedie cells or on 4 palieen of
grciiaian whose 1ocus is vrosporiant Hebb choost the Tormer ahsmane: " A
pamicelar perscption deponds on fthe aaerauen oF partcalar colly gt somae point in
e central nenoes saem "



As nevrophysiological evidence accumulated (especially through the microelsctrode
experimente of fung (1961), Moumcastie{1937), Mawrana, Lemvin, MeCulloch,
and Pius (1960), and Hubel and Wicsel (1952} this choice, for 3 ume, appeared
vindicated: Microslectrode studies adentified neurol umits responsive 10 ong O
another feaure of @ stimulating event such as directionality of movement, tiln of
line, and so forth. Teday, text books in psychology, in neurophysiology, and even
in perception, reflect this view that one percept cormesponds (o the excitation of one
paricular group of cells at at same poinl in Lthe pervous ssiem

Profounly roubled by the problem, Lashley (1942} wok the opposite stance:

Here 35 the dilemma. Nenve impulses are transminied gverdelinite, restricted
paths in the sensorv and mowr nerves and in the central nervous sysiem
from cell to cell through the definite inter-cellular connections. Yet all
behavior =eems o be determined by masses of excitation, by the form or
relations or propenions of oxcitation within general fieids of acuvary,
withoul regard to paricular nerve cells, It is the pattern and not the element
that coumts, What sort of nervous organizetion might be capable of
responding 10 4 panern of excitation without limited, specialized paths of
conduction 7 The problem is zimost universal in the aciivities of the nervous
svstem and somes hypothesis is negded 12 direct further research.

Wollgang Hohler also based his Gestalt arguments on such "masses of excilauen.,.
within generalized fields of acuviny " and went on to prove their ubiquitous
existence in the decade afier the publication of Hebb' 5 and Leshley's statements, A
series of experiments established the existerce of generalized fields but show that,
although they were related 1o the speed with which learning ook place, they were
unrelaied to the perception as t=sied by discrimination tasks

Lashley was never satisfied with either Hebb's or Kohler's posinon, His aliemative
was ar interface pattern model which he felt would actount for perceprual
phenomena more adequately than zither & DC field or a cell assembly approach, He
did not. howsver, have a clear id=a of how the process mught work. He never
specified the [act thal the imerference patierns provide @ computationgl scheme for
perception, Thus he never developed an argument for the existence of a deniniue
macroprocess responsible for the compuiational power of the neuronal mechanism.

Acsarding ta the views presented here and in keeping with Lashley's infuiens,
this computational power it net 2 function of the “pariculor cells’ and Lhe
condusung aspecis of the nenvous fustem {the axonal mene mmpulsesy nor o5 o
necessarily carried out within the pronines of single newrons, At the same the
theory based on these visws doss ngd suppan the notien that the lotus of processing
is indsterminate. Rather the locus of prosessing is firmly rooled withi regions of
dgentritic aetworks ar the junctiens bérwcin nSwrgns



As summarized by Szeatapothai {1985)

The simple laws of histodynamically polanzed neurons .. indicating the direction of |
flow of excitation ... came 10 an end when vnfamiliar oypes of symapses bepacen
dendrites, cell bodies and dendnies, senal synapses cic. were found in infinde ¢
variery ... A whole new world of microcircuiry became known .., culminaung in a
new generalized concept of local nauron circuis(Rakic, 1976, Schmin , 1978)

The ubiquity of such axonless local circuwit neurons indicates that computation is
strongly influsnced by dentritc-dentritic interactions that modify the postaxonal
dentnitic processes. Perceptual processing depends therefore on network properties
that extend beyond the purview of the dendntes of a single neuron. 11 s the synaptic
eveni rather than the neuron perse, that serves as the computational element

The sub - and supernevronal aspect of the dentritic microprocess, its potential 1o
extend beyond the single neuron, provides explanatory power for both older and
recendy accumulating evidencs that brain processes coordinaie with perceplion are
distributed. 1n a distributed process, paresprual events are represenied not by single
neurons but by patterns of polarization actoss ensembles of neurons '

Om the basis of his extensive studies ER. John came ta a similar conclusion:

The spatotemporal palterung of thess cooperative processes ... [involve]
jonic shifis ... with extrusion of potassivm ions and jonic binding on
extracellular mucopolysacchande filamenis. IF we focus our atizntion not on
the membranes of single newrons, but upon charge density disiributions in
the tissus matrdx of newrons, glial cells, and mucopolysacchands processss,
we can evisage a complex, three dimensional velume of isopotential
contowrs, topologically comprised of portions of cellwlar membranes and
extracellular binding sites end constantly changing over ume. Let us call
this volume of isopotential conowrs of convolwied surfaces a ypernewron.

Basic to this new view of neurclogy of perception 15 the fact that propagated nerve
impulses are but of one of the imponant electrical characteristics of neural tissue.
The other characteristic is the microprocess that takes place al the junctions
between neurons. Hyper and depolarizations of postsynaptic dentniic membranes
occur at the junctions betwesn newrons where they may even produce minsature
electrizal spikes, However, these minispikes and graded polanzations also differ
from axonal nerve impulses in that they do not propagate. The influence of thess
‘minispikes and graded polarizations on further nevronal acuviny 15 by way of
cooperativity among spatally seperated evenis. Cooperauvity is mediated by the
cable propertics of dentrates ang the surrounding gha Thas type of inleraction is
called nonlocal because the effect is exermed at a distance watrhout any obvious
intervening propagadon, By analogy the effect is also called jumping or saltorory as
in saliatory conduction by myelinated nerve fibers, 1 i this saltatory nature of the



interactions ascapiered by percepruzl expenence that fascinated Frank Geldard,
expenienoes 5o elearly described in his inavgural MacEachran Lecturs ( 1975 ).

3. Receptive Fields

The neurophysiologist can readily study the outpul --spike trains— of newrons when
they acl a5 channels; bul he has only limited acesss 1o the funcuons of the
inieractive dendritic junctional architecrure becaute of the small scale at which the
process proceed & major breakthrough toward understanding was achieved,
howsver, when kuffler (1933) noted that he could map the funcional dendntic
field of a retinal ganglion cell by resording impalses from the ganglion cell's axon |
locared in the optic nerve. This was accomplished by moving & spot of Jight in front
of a paralyzed eve and recording the Jocations of the spol thal produce a response in
the axon. The locations mapped the extent of the responding dendritic field of that
axon’s parent neuron, The direction of response, inhibite: or excitatory, at each
location indicaied whether the dendrites at thal location  +re hyperpolarizing or
depalarizng. '

The resulung maps of dendritic hyper and depolanmtion are called receprive
Sipids The recepive fields of retinal ganglion cells are configured concentrically; a
circular inhibitory or exciiatory cenler surrounded by & penumbra of opposite sign.
This center surround argamzation has been shown 1o be due to the operation of
axoniess horizontally arranged dendrideally endowed newrons that produce leferal
inhibition in the neighborhood of excitadon and viceverse, The center surround
organization thus reflecis the formation of a spatal dipole of hyper and
depalarization, an opponent process fundamentsl to the organization of the
configural properies of vision

Utilizmng Koffler's techniques of mapping, Hubel and Wiesel (1959 discovered that
at the cersbral comex the circular organization of the dendritic hyper and
depolarization gives way 10 elongated receptive fislds with definite and various
orientatons They noted that oriented lines of light rather than spors produced the
best response recorded from the axens of these corucal newrons. They therefore
concluded that these cortical neurans were fne dedeciors. In keeping with the
tenets of Euclidean geometry where lines are made up of points, planes by line and
solids by planes Hubel and Wisssl suggesied that line dedectors were composed by
convergence of inputs from neurone at earlier stages of visual processing (retinal
and thalamic--which acied as spot dedeciors due to the cireular center-surnsund

organization of the recepuve ficlds.}

The Euchdean interpretation of newral procsssing in perception became what
Barlow (1972) has called the neurophysiclogical dogma. The interpreiation led 10 2
search for convergences of paths from fearure dedecrors such as those responding
to lines, culmunating in peniifical or grandfather cells that embodied the response
to objest forms such as faces and hands. The scarch was in some instances
rewarded in that single newrons might respond Sest 1o 2 parucular abject form such
a5 8 hand or face (Gross, 1973) However, response is never restricted to such ohijest



Furthermore such feapures become activated either by seasory inpul or By centre!
process (o configure @ percepr. This evidence, makes the resonating string
meiapherJoore reasonable than the feature detector approach

There are four crivcal rezsons for preferring muned frequencies 10 derecred fearures:

{a) Meurons in the visual cortex respond to several featwres of sensory input and
there is no evidence that the different features zre represented by seperae
neurons, & would be required if it acted as a detectar,

() the receptive field propenies of such newrons can be accounted for
considering them as spatial and remporal differentiations of mned freguency;

{c)  runed frequencies provide & potentially richer panaply ef configuration (2.5,
texture paralax ), and

{d) perceprual research hes clearly shown thar lines { and therzfore line detectors
)} compasing contours are inadequats elements with which 16 account for the
configural propertizs of vision,

Rock (19B3) summanized the evidence and argument as follows.

The emphasis on contous detection is entirely misplaced because, as far as
form is concemed, a contowr simply merks or delineates a locaton What
matters for form  perception is the s=t of all such locations; and if thess can
be delineated without contowrs, contowrs gre not necessary. That 15 why
additien 1o depth , we percieve regions of particular shapes in roo randoem
dot patterns viewed binocularly despite the abssnce of any physical contours.
Ilusary tontowrs also support this conclusion (pg 43)

Reock provided the results of innumerable experiments 1o decument hus insight that
the configural properues of vision are due to @ precess of directional infegration
{p.47). The most eritical is the demonstration that the percieved direchon of a point
which respect fo ourselves... 45 a joint function gf retinal locus and eve position (DE

46),

In summary,. t=nsary cortical receptive fields are considered analogous 10
resonating strings in 2 piane. The functional relationship among stings (among
the receptive fields of the sensory comex) and with the keyboard {with the sensery
receptors) is spadally organized and provides s macrolevel of perceprual
processing The funcional relationship among resonant frequencies, characlensuics
of overlapping funciions of the receptive fields of the Corucal newrons, provides a
microleve! of perceprual processing. It is this cooperative mucraprocess that allows
ane to assume that indeed a specific brain process is ¢oordanate with the richness of
experience that is perception.



LANT

VisUalL SvETEM

of a

g
Ty
analyiig,

tial eanmestivicy of she ninial siages of
pre Ihe principles of narmaonice

1mano i

wEl sendcry procgssing and 113 sirmilanty 1o the

Fi. 1, Daagrem of esse
mezzpnonga



forms. Such best responses can also ocowr in parallel nemworks in which
convergence is but one modse of organization

About a decade afier the discovery of elongated visual receptive fields of conical
newrons, new evidence accrued that called imio question the view that figures were
composed by convergence of Euclidean fratures. For instance, in the laboratories of
Stanford University the architecture of cortical dendritic fields examined by
computer and cortical receptive fields that contained multiple bands of excitatory
and inhibatory areas are found (Spinelli & Barrei, 1969, Spinclli, Pribramé
Bridgeman, 1973} In Leningrad similar observations were made by Glezer {Glezer,
Ivanoff& Tscherbach, 1971} who remarked that these cortical neurons responded
mate like srripedmess dedectors. The critical report, however, was that of Pollen,
Les, and Taxlor (1971), who interpreted similar findings o indicats that the
cortical neurons wers behaving as Fourier analyzers rather than as line dedeciors

Al the zame tme Campbell and Rabson {1963), inidallvy on the basis of
psycophysical, and subsequently, on the basis of neurophysiological experiments,
developed the thesis that vision eperates harmonically much as does audition
excepi that the visual svsiem responds fo spatiel fréguéncies. Here 1 want 1o
introduce the crtical difference between Euchdian-based and Fourier-based

harmonic approaches

When a harmomic analysis is taken as the approach, the elongated receptive field
orgamization of cortical neurons sugges! that neurons act as “sirings” runed o a
limited bandwith frequencies. The ensemble of sIrings compose resonators or active
filters 25 in musical instruments. & ceniry age, Helmolz proposed thal sensory
receptors. are akin o & piano keyboard, thal a spaually 1somorphuc relaucn is
maintained berween receptor and cortex as in the relation benvesn keys and sinngs
of a piano, but thar each cortical "unt” responds 1o a limited bandwidih of
frequencies as do the sirings atteched to the piano's sounding board. From the
operation of the tolal range of such wnits, magnificent sounds {in the case of the
piano} and sights (by means of the visual sysiem) can become configured (Figure
1) '

The seometric and harmonic views differ sigrificanty wath respect o the
compaosition of a parcepe. Irwin Rock {1983) described this difference as follows.

One confusion here may be with the meaning of "feature”. A feature could
refer to an identifiable part or unit thal muost first be exiracted o detecied,
and then along with other fearures assembled inio an overall pamern. Or
"feature” could refer 1o an idemifiable emergent characieristics of the forma
once it 15 achieved rather than a5 one of the pans that produces 1b

The details of the neurophysiclogical data show that feamures such as onented
lines, movemeni and color are best conceived as identifiable emergent
charecreristicsof form because they are already conjoined in the raceptive fizld.





