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Abstract
In 1951, reviewing the slate of our knowledge of
auditory processes for Steven's Handbook of

Experimental Psychology, Licklider ended with: *If
we could find a convenient way of showing not mercly
the amplitudes of the envelopes bul the actual
oscillations of the array of resonators, we would have
a notation (cf. Gabor 1946) of even greater generality
and flexibility, one that would reduce under certain
idealizing assumptions to the spectrum and under
others to the wave form. .... The analogy ... [lo] the
position-momentum and energy-time problemsthat led
Heisenberg in 1927 to state his uncertainty principle
...has led Gabor to suggest that we may find the
solution [to the problem of sensory processing] in
quantum mmechanics.” (p. 993)

During the 1970s it became apparent that Gabor's
notation also applied to the cerebral cortical aspect of
visual and somalic sensory processing. The osl
elegant work was done with regards to the visual
syslein. A recent review by Tai Sing Lee (1996) in the
IEEE casts these advances in terms of 2D Gabor
wavelets and indicates the importance of frames and
specifies them for different sampling schemes. For the
monkey, the physiological evidence indicates that the
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sampling density of the visual cortical receptive fields
for orientation and frequency provides an almost tight
frame representation through over sampling.

Evidence from my laboratory indicates that the
Gabor wavelel as recorded from the visual cortex will
reduce to the spectruin and to the wave form under
certain idcalized conditions: electrical stimulation of
the temporal lobe and frontal lobe cortices and the
related basal ganglia.

The 2D Gabor function achieves the resolution
limit only in its complex form. Pollen and Ronner did
find quadriture phase (even-symmetric cosine and odd-
symmettic sine) paits of visual receptive fields.
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However, to my knowledge, this is the only such .

report. In large part this is due to the lack of available
techniques that has existed up to now. Currently,
recordings made with multiple microelectrodes and
data analysis with sufficiently powerful computers has
remedied (his situation, and I hope to have some.
preliminary data to report on the conditions under
which phase encoding might occur.

Another issue concerns the linearity of the sensory
process. Suggestions have been made that the process
is fractal rather than strictly tincar. It may be that
under some conditions non-lincarity occurs. How
pervasive ate these conditions?

The neurophysiological community has come to
terms with the distributed nature of what I have called
the “decp structute” of coslical processing. The
accepted view is that distribution entails the necessity
of binding together the disparale sites of processing.
Binding is accomplislied by temporal synchronization,
and the emphasis has been that under the conditions
which produce binding, no phase lead or lag is present.
I, as | believe the evidence shows, the elements of the
features of an image are already conjoined in a
haphazaid fashion in the receptive fields of sensory
cottical cells, the Issue of binding disappears. Instead,
an active filter, a frante, acls to "capture” the relevant
feature or combination of features. Caplure can be
tmplemented by the inlerference effects among
wavelets. Should this be shown to be correct, Gabor's

prediction that we might find the solution to sensory -

(image) processing in the formalism (and perhaps even
in the nearal implementation).
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Linear systems analysis orlginated in a striking

mathematical discovery by a French physiclst,
Baron Jean Fourier, in 1822 . . . . {which] has
found wide application in physics and engineering
for a century and a half. 1t has also served as a
principle basis for understanding heating ever
since its application to audition by Olun (1843)
and Helmholtz (1877). The successful application
of these procedures to the study of visual processes
has come only in the last two decades. (DeValols
& DeValois 1988 p. 3) .

¢

Why Is Quantum Iolography Relevant to
Brain Function?

Quantum holography, or holonomy, as applied to
brain function, has several roots. Historically it
developed from Lashley's (1942) concern that the
specific conneclivities of the nervous syslem cannol
account for the observation that "All behavior secms o
be determined by masses of excitation. by the form or
relations or proportions of excitation within general
fields of activity, without regard to paitticular nerve
cells" (p. 306). Lashley drew on suggestions by Loeb
(1907) and Goldscheider (1906). that the
configurations experienced in perception might derive
from excilation in the brain resembling the "force
lines" that determine form during embryogenesis.
Goldscheider suggested that similar lines of force are
developed when sensoty input excites the brain.
Lashley noted that such tines of force would form
Interference patterns in cortical tissue. However
Lashley remained perplexed regarding the
neurophysiological origins of these interference
patterns and how they night gencrate the
configurations of the experiences and behavior under
consideration.

The limitations of understanding the inletference
pattern model began lo yield to further inquiry with the
advent of optical holography. This invention made it
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possible to specifv how interference patterns could
account for image (re)construction and for the
distribited nature of the memory store (Van Heerden
1963; Julez & Pennington 1963; Pribram 1966; 1971;
1975). A hologtaphic hypothesis of brain function in
perception was developed into a precise computational
model of biain function on the basis of the
mathematics that had made holography possible (see
e g.. "The Cortex as Intetferomelter” by Barrett 1969;
"The Holographic Hypothesis of Braln Function In
Perception and Memory" by Pribram, Nuwer, & Baron
1974). The computational promise and firm
neurophysiological base of this model vas pércelved by
many scientists as a starting point for what has become
the "connectionist" parallel-distributed processing
approach to modelling brain function in perception
and learning (e.g., Anderson & Hinton; Willshaw;
both in Hinton & Anderson 1981). Van Heerden
noted. however. that:

Two of the most striking capabilities of human
memory. however. are nol present in a network.
The first is our ability to recognize a person we
know, when he appears in our field of view, which
may contain a hundred more people. The sudden
flash of recognition we may feel, this absolute
certainty of "this is him and it can be nobody
else”. is nol just a subjective emotion, bul is
appatently evoked only by an extremely reliable
and fast form of information processing in our
biain.  This function of recognizing is also
petformied by the two-dimensional hologram, as
the appearance of a bright light point in the image
plane of the optical arrangement, and the
brightness and sharpness of the light point are a
scientific measure of the degree of recognition. -

The sccond capability is our ability, afer
tecognizing a peison, to recall quickly a
considetable amount of the information we have
aboult this person. In an optical arrangement, the
recognition signal given by the two-dimensional
hologram provides the instruction for generating
total recall of the relevant information from a
three-dimensional hologram ...

hninformation theory, recognizing, or speaking of
the quantitative degree of two things being alike,
Is described by the correlation function of two
time functions, or two images. The elaborate
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computation of the correlation function can be
described mathematically as a filtering operation,
but the computation of the matched filter required
for this filtering operation is of course as involved
< as the original computation. The fact that the
hologram performs this filering function with 50
per cent efficiency, and that a neurone netwosk
with simple postulated properties can do the same,
is due to'the fact that accidentally and fortunately-
or maybe it is in the nature of things-a
propagating wave field carries out automatically
this laborious computation demanded by the

theory.
P. 1 van Heerden

Despite . this acknowledgmment of promise,
objections, some more precisely stated than others,
were raised regarding the holographic model. Certain
initial objections were based on an incorrect analogy
between the paraphernalia of early optical infonination
processing techniques (such as colerent reference
beams) though these were shown very eatly on to be
unnecessary (Leith 1976, Pribram, Nuwer & Baton
1974). Other objections derived from a
misidentification of the "waves" involved in
holography as somehow representative of the brain
waves recorded from the scalp. Macroscopic waves
cannot possibly carry the amount of information
necessary to account for the processing requireinents
involved in perception. On the other hand, spatial
interactions among junctional microprocesses
occurring in dendritic networks can provide the basis
for extremely complex processing (Pribram 1971,
chap. 8).

A more germaine objection caine from the fact
that the mathematics involved in holography as
developed by Gabor (1948), centered on the Fouricr
theorem. In psychophysics, therefore, it 1was
sometimes held that the transfer finction computed by
the sensory system was a global Fourier transform,
thus spreading the input over large extents of cortex.
This was shown to be an untenable position for
psychophysics (Caelli & Julez 1979). However, the
neurophysiologists who had initially formulated the
hypothesis with regard to brain function had alwavs
noted that the transfer functions involved ate limited
to particular receptive fields -- that is, to patches of
dendrites -- and that tnore complex relations determine
processing of ensembles of such fields (Pollen 1974;
Pollen, Lee, & Taylor 1971, Pribram 1966; Pribram,
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Nuwer, & Baron 1974; Robson 1975; DeValois &
DeValois 1988, Chapter 8).

A more fundamental difficulty for understanding
had to do with the nature of the Fourier relation itself.
The Fourier theorem holds that any pattern can be
analyzed into a set of regular, periodic oscillations
differing only in frequency, amplitude, and phase. The
Fouticr transform of such a pattern is described as a
spectruin composed of coefficients representing the
amplitudes of the interseclion (quadriture) of sine and
cosine components of the various frequencies present
in the pattern. The medium of optical holography, the
silver grains of the photographic film, encodes these
coeflicients.  The effects of reinforcement and
occlusion at the inlerseclions among wave fronts are
encoded, not the wave fronts themselves, The sites of
intersection form nodes of varying amplitude, which
are represented numerically by Fourier coefficients. A
rainbow displays a spectrum of colors diffracted by
discrete diops of poistute - the wave forms that
compose the display are not seen as such. Thus, the

holographic model of brain Function, had (o be

described. in the discrete terims of a complex spectral
representation. Ofen description was erroneously
made solely it terms of wave fonus per se; sometimes,
because of its countetintuitive nature, the spectral
representation was discounted.

Holographic theory is based solely on the "either-
or" Fourier duality between space-time and spectrum.
The holonomic brain theory incorporates this duality
but is additionally based on the delineation by Gabor of
a "phase space” in which the complex of space-time
and spectnum become embedded. In such a phase
space, space lime considerations constrain an
essentially spectral computation.

The formal, mathematical foundations of the
computations contributing to the holonomic brain
theory 1est on two fundameuntal concepts and the
relations between them.  The fist basic conception is
a gencralization in perceptual processing of the
concept of a spectral domain: Not only colors and
tones can be analyzed into component frequencies.
Processing of all exteroceptive sensations including
those dependent on spatiotemporal configurations
(such as the shapes and forims of surfaces and forins)
can be understood as space time modulations of basic
frequencies.

This generalization derives from plotting spectral
and space time values within the same frame. It tums
out that when this is done, theie is a it with which



both frequency and space time can be concurtently
determined in any measurement. This minimum
describes a fundamental indeterminacy or uncertainty
similar to (hat described by Heisenberg in
microphysics. Gabor therefore called his basis
function (1946) a_guantum of information. Gabor's
formalism consisted of sinusoids variably constrained
by space-time coordinates and difTers from the unit of
information defined by Shannon, usually taken as a bit
(a binary digit), a Boolean choice betwween alternatives
(Shannon & Weaver 1949). However, Shannon also
defined information as a reduclion of uncertainty.

This uncertainty relationship provides a link between .

Gabor's and Shannon's definitions and allows for an
explicit convergence of information processing
theories. Furthermore, the distinction between Gabor's
and Shannon's formulations provides the basis of the
distinction belwveen the configural and the cognitive
aspects of perception. .

How is Brain Function Relevant t{o

Mentation?

The majority of neural processing theories since
the seminal contribution of McCulloch and Pitts
(1943) have taken the axonal discharge of the neuron,
the nerve impulse, as the currency of neural
computation. The knowledge that the neuron has only
two states "firing" or "quiet" suggested comparison
with the electronic computer. In their gross stiuctures
the brain and the digital computer were thus thought
to have marked similarities. As Wiener noted:

... theultra-rapid computing machine, depending
as it does on conseculive swilching devices, must
represent almost an ideal model of the probleins
arising in the nervous system. The all-or-none
character of the discharge of the neurons fis
precisely analogous to the single choice made in
determining a digit on the binary scale . . . The
synapse is nothing but a mechanisin for
determining whether a certain cowmbidation of
outputs from other selecled elements will or will
not act as an adequate stimulus far the discharge
of the next element, and must have its precise
analog In the computing machine. The problem
of interpreting the nature and varieties of imemory
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in the animal has its paralle) in the problem of
constructing artificial memories for the machine..

Wiener (1961, p. 14)

However, fiom a fine structural standpoint the
brain Is considerably more complex than the digital
computer, and by the 1960's it was realized by some of
us that the McCulloch-Pitts theory was Inadequate.*
The branching structure of dendrites (the so-called
dendritic tree) plays a far motre important and diverse
role than was initially surmised and as we shall see.
Furtherimore. analogue computation also plays a
significant role in neural computing.

My own approach in the mid 1930's differed from
that of McCulloch-Pitls and the early Wiener, by
focusing on the relationship of neurophysiology and
mind, and taking computer programining rather than
computer hardware as its metaphor (Miller, Galanter
and Pribram 1960). At some point in programming,
there s a direct correspondence between the
programming language and the operations of the
hardware being addressed.  In ordinary serial
processing. machine language embodies this
correspondencc in an easily recognizable way. Higher
order languages encode in more subtle ways the
information nccessary to make the hardware run in
more abstract and therefore general useful languages:
When a word processing program allows this essay to
be written in English, there is no longer any similarity
betwween the user's language and the binary of the
compuler hardware. This, therefore, initially appears:

| I . . .
\Wiener too realized the erroneousness of his easlier
estimation, wilness his words in 1964 in a posthumously published

paper.

1t is now clear that this all-or-none character is the result
ol the long duration in time and the long continuance in’
space of neryvous conduction under essentially constant
conditions. 1t is not 1o be expected then in a short fiber in
which the remaking of the initial impulse has not had
headway enough to assume its final shape or in which
there are non-homogeneities such as incoming or
oufcoming branches as in the teledendion or the dendrites.
Therelore the pattern of all-or-none activity, where highly
suitable for the conduclion of nervous aclivity in the
white matter, is by no means so suitable for the study of
the same sort of activity in the gray malter, As a matter
of fact I believe there is positive evidence that the all-or-
none b pothesis applied to the gray matter leads to false
conclusions. (p. 401)
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as an erroneously conceived irreconcilable duatism
between mental language and material hardware
operations. When, however, all the transformations,
the recoding operations that lead from binary through
hexadecimal codings, assemblers, operaling systems
and the like are available, the connection between the
binary system and English becomes transparent,

Transposed from metaphor to the actual mind-
brain connection, the operations of the cerebral cortex
seem far removed in their organization, from the
organization of our thoughts and of the psychological
processes that we describe in observation sentences
such as "I see a red apple." But the separation between
these organizations is of 1he same range as that
between computer programmed word processing and
machine operations.

What is different in the mind-brain connection
from that which characterizes the prograin-compuler
relationship is its massive parallel processing of sell-
organizing structures at every level. For instance, the
optic nerve, which transmits visual information, has
more than half-a-million parallel fibers. High level
psychological processes such as those involved in
cognition are therefore the result of cascades of parallel
operations, involving two-way feedbacks, rather than,
as in computers, the result of fairly fixed top-down
programnming operations.

These differences between classical compuler and
neural programming have led to new developments in
parallel processing programining architectures called
neural networks. Successful computations in these
networks depend on highly -- often fault tolerant --
interconnected elements. The more diverse the
computation, the more connections are needed.
However, classically, neuroscientists have shown that
neuronal pathways are sometimes relatively sparsc.
and always in a specifically configured fashion: This
anatomical fact is ubiquitous but seems to be
incompatible with the fact that psychological processes
depend on patterns (hat can be transposed from one
location in the body or its environment to another.?

2An example of the transposability of pattems is the
reasonable fidelity of writing with one’s left hand or lefi big toe in the
sand — or even one's teeth -- when one has never previously engaged
the neuromuscular apparatus in this fashion. Even writing on the
vertical surface of a blackboard engages the neuromuscular system in
a different fashion from that which occurs when writing is
accomplished on a horizoutal surface.

Scale in Neural Processing

The problem becomes resolved when the
computational framework of the neurosciences is
broadened beyond nerve-impulse-transmission, to
include the microprocessing that takes place within the
brain's dendritic arborizations which provide the
unconstrained high connectivity needed in
computational processes. As noted, neurons are
ordinarily conceived to be the building blocks, the
units of organization, of the brain’s cortex. However,
as will be desctibed shortly, this emphasis on the
neuton must be supplemented by additional
configurations which operate to some considerable
extent as a distributed processing space independent of
the. neuron. The role of each neuron is to locally
sample this space.

Anatomically, neurons are composed of a cell
body to which are attaclied a set of branching input
fibers called dendrites (rootlets). Extending from one
location of the cell body of the neuron (its axon
hillock) is a chemically different soit of nerve fiber,
often longer than the others, called the axon. At its
terminus the axon splits into smaller branches called
nerve teninals or teledendrons. There is a minute
gap called a synapse between the far terminus of each
teledendron and the dendrites or cell body of the
adjacent axon on which it impinges.

Energy inputs to dendriles are exceedingly small
and must, therefore, "summate" in some way fo
influence (modulate) the nerve impulses that are
generated by the chemical processes operating at the
axon hitlock. The resulting modulated series of nerve
iinpulses propagates down the length of the axon until
it reaches the teledendrons of its far terminus. When
the nerve impulses reach the teledendrons, they
decrement due to the small diameter of these axon
branches. Thus to influence the adjacent dendrite
across a synapse, the electrical signal produces one or
other chemical that diffuses across the synapse. This
diffusion creates an electro-chemical potential
difference in the dendrites of the post synaptic neuron.
This potential difference in the post synaptic neuron
can be excitatory, that is, depolarizing; or it can be
inhibitory, that is, hyperpolarizing. There are myrials
of such synapses in the brain. | refer to the activity
iniliated at synapses that produces depolarization and
hyperpolarization in the dendrites as occurring in the
brain's connection web.

The myriad of synapscs provide the possibility for



processing as opposed to the mere transmission of
signals.  The term neurotransmitters applied to
chemicals acting at synapses is, therclore, somewhat
misleading.  Termns such as newvroregulator and
neuromodulator convey more of the meaning of what
actually transpires at synapses. When signals arrive al
synapses, potential differences are enhanced creating

- hyper- and depolarizations. These are never solitary

but constitnte arrival patterns.  The patlerns are
constituted of the periodically fluctuating hyper- and
depolarizations which are insufficiently large to
immediately incite nerve impulse discharge. The delay
entailed in the passive transmission of these patterns
affords opportunity for computation.

Thus, one of the most intractable probleins facing
brain neurophysiologists has been lo trace the passage
of signals through the dendritic trees of neurons. The
received opinign is that such signals rapidly
accumulate from their origins at synapses by simple
summation of excitatory and inhibitory postsynaptic
potentials to influence the cell body and its axon and
thus the cell’s output. This is a considetable over-
simplification only true when a well-established input-
output relationship has been established. Before such
circuits have becomne operational a more complex.set
of relationships in the processing web need to be taken
into account. Each synaptic site “is functionally
bipolar --- it both projects synapses onto and receives
synapses from many other processes. --- Hence inpul
and output are each distributed over the entire
dendritic arborization — where|ever] dendrodendritic
interactions are important.” (Selverston et al. 1976,
quoted by Shepherd, p. 82 1988). The anatomical
complexity of the dendritic network has led to the
opinion summarized by Szenlagothai: (1985, p. 40) *
The simple laws of histodynamically polarized neurons
indicating the direction of flow of excitation --- came
to an end when unfnmitiar types of synapses between
dendrites, cell bodies and dendrites, serial synapses
etc. were found in infinite variety.”

The received opinion, also focuses on the
trarismissive nature of synapses: thus the term
neurotransmittors is, more often than not, ubiquitously
applied to the variety of inolecular processes stiiulated
by the arrival of an axonic depolarization at the
presynaptic site. This focus is misplaced. In any
signal processing device, the last thing one wants to do
ifunimpeded transmission is required, is to physically
interrupt the carrier medium, Intermption s
necessary. however, if the signal is to be processed in
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any  fashion, Interruption  allows  switching,
amplification. and storage to name a few purposes to
which physical interruptions such as synapses could
make possible.

What then might be the use to which synapses
could be put when input and output are each
distributed over an extent of teledendronic and
dendiitic arborization? In Languages of the Brain
(1971), I suggested that any model we make of
perceptual processes must take into account both the
importance of Imaging, a process that constitutes a
portion of our subjective (conscious) experience, and
the fact that there are influences on behavior of which
we are not aware. Automatic behavior and awareness
are often opposed -- tlie more efficient a performance,
the less we aware we become. Sherrington noted this
antagonisin in a succinct statement: *Between reflex
{automatic} action and mind there seems to be actual
opposition. Reflex action and mind seem alimost
mutually exclusive — the more reflex the reflex the less
mind accompanies it.”

Evidence was then presented that indicates that
automatic behavior is progranuned by neural circuitry
mediated by nerve impulses, whereas awareness s due
to the sinaptodendritic microprocess, the excitatory
and inhibitory postsynaptic potentials and their effect
on dendritic processing. The longer the delay between
the initiation in the dendritic network of postsynaptic
arrival patterns and the ultimate production of axonic
departure  patterns, the longer the duration of
awarencss,

. Recent support for this proposal comes from the
wotk of Dan Alkon (1989) and his colleagues who
showed that as the result of Pavlovian conditioning
there is an unequivocal reduction in the boundary
volume of the dendritic arborizations of neurons.
These neurons had previously been shown to increase
thetr synthesis of mRNA (messenger ribonucleic acid)
and specific proteins under the same Pavlovian
conditions. Although these experiments were carried
out in molluscs. such conditioning induced structural
changes may be akin to the synapse elimination that
accompanics development as the organism gains in
expetience, and therefore, automaticity in the
appropriate siles in the cortex of rats exposed to
enriched environments.

The hypothesis put forwvard thus states that as
behavioral skills are attained, there is a progressive
shortening of the duration of dendritic processing that
occurs between the initiation of postsynaptic arrival
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patterns and the production of axonic departure
patierns. This shortening is presumed due to structural
changes in the dendritic network which facilitate
transmission.

* But, as we have seen, initially signal transmission
in the dendritic network is far from straightforward.

As Alkon points out in a Scientific American article
(1989): “Many of the molecular [and structural]
transformation take place in --- dendritic trees, which
receive incoming signals. The trees are amazing for
their complexity as well as for their enormous surface
area. A single neuron can receive from 100,000 to
200,000 signals from separate input fibers ending on
its dendritic tree. Any given sensory pattern probably
stimulates a relatively small percentage of sites on a
tree, and so an almost endless number of palterns can
be stored without saturating the system’s capacity.”
(42)

A major breakthrough toward understanding the
momentary patterns of such sites activated by a
stimulus was achieved by Kuftler (1953). He moved
a spot of light in front of a paralyzed eye and
recorded the locations of the spot that produced an
electrical response in the axon of a retinal ganglion
cell. The direction of response, inhibitory (-} or
excitatory (+), at each location indicated whether the
input branches (dendrites) at that location were
hyperpolarizing or depolarizing.  The locations
revealed the topology, the extent and shape of the
responding dendritic arborization of that axon's
parent neuron. The resulting diagrams of hyper- and
depolarization thus revealed the receprive fields,’
which activate the dendrites of that axon. The
receptive fields of retinal ganglion cells are found 1o
have a circular inhibitory or excitatory center
surrounded by a penumbra of opposite sign.

Utilizing Kuffler's techniques of mapping, Hubel
and Wiesel (1959) discovered that for cerebral cortex
the circular organization of the receptive field become
elongated displaying definite and various orientations.
They showed that oriented lines of light stimuli rather
than spot stimuli produced the best response recorded
from the axons of these cortical neurons. They

, 3Rt:cqglivc: Field is defined as the area in sensory space,
i.e. physical space outside the body, within which an adequate
stimulus causes an excitatary response of the neuson from which
recordings are being imade. 1t is ofien surrounded by a sensory
region, called the nonclassical receptive lield, that can modulate the
central response. o

therefore concluded that these cortical neurons were
“line detectors.” In keeping with the tenets of
geometry where lines are made up of points, planes of
lines and solids of planes, Hubel and Wiesel
suggested that line detectors were composed by
couvergence of inputs from neurons at earlier stages
of visual processing (retinal and thalamic - which
acted as spot-detectors due (o the circular center-
surround organization of the receptive fields.) This
geometric interpretation of neuronal processiug led to
a search for convergences of paths from “feature
detectors” such as those responding to lines,
culminating in "pontifical” or "grandfather” cells that
embodied the response to object-forms such as faces
and bands. The search was in some instances
rewarded in that single neurons might respond best to
a particular object form such as a hand or face (Gross
1973). However, response is never restricted to such
object-forms. Such "best” responses can also occur
in parallel networks made up of neuronal ensembles
in which convergence is but one mode of
organization.

For those using the geometric approach, spots
and lines are seen as elementary features that become
combined in ever more complex forms as higher
levels of the neural mechanism are engaged. In the
late 1960's, however, new evidence accrued (see
DeValois and DeValois 1988 for review) that called
imo question the view that figures were composed by
convergence of such feawres and indicated that
harmonic analysis was a better representation of what
occuired in the brain.

The Brain as Harmonic Analyzer

A century ago, Helmholz proposed that sensory
receptors are akin to a piano- keyboard; that a
spatially isomorphic relation is maintained between
receptor and contex as in the relation between keys
and strings of a piano, but that each cortical "unit"
responds (resonates) to a limited bandwidth of
frequencies as do the strings attached to the piano's
sounding board. From the operation of the total
range of such units, magnificent sounds (in the case
of the piano) and sights (by means of the, visual
system) are engendered. James Clark-Maxwell too
made a statement that foreshadowed the promise that
such a harmonic approach Tight provide



understanding to the braiwmind relationship:

i .

It would not be devold of interest. had we

opportunity for it, to trace the analogy between

these mathematical and mechanical methods of
harmonic analysis and the dynamical processes
which go on when a compound ray of lght is
analyzed into its simple vibrations by a prism,

when a particular overtone is selected ftom a

complex tune by a resonator, and when the

enormously complicated sound-wave of an

orchestra, or even the discordant clanoss of a

crowd, are interpreted into'intelligible music or

language by the attentive listener. armed with the
harp of three thousand strings, the resonance of
whicl, discriminates the multifold components of
the waves of the aerial ocean. ().C. Maxwell

1952, "Harmonic Analysis", Scientific Papers, I,

pp. 797-801).

Let us turn to the new evidence that accrued in
the late 1960's which lent credence to this view of the
brain. In my laboratory at Stanford University, we
exposed the eye to moving dots on a computer screen
and studied the different configurations of responses

of the dendrites of cortical neurons, niuch as Kuffler

had done on the retina. We found regions that
contained not only a single otiented line, as had been
reported by Hubel and Wiesel, but oriented bands of
excitatory (indicated by an increase in firlng) and
inhibitory (indicated by a decrease from baseline in
the neuron's firing) areas. Other workers found
similar patterns. 1n a critical repott, Pollen, Lee, and
Taylor (1971) interpreted their findings to Indicate
that the cortical neurons were behaving as Fourier
analyzers rather than as line detectors.  When
harmonic analysis is taken as the approach, the
"multiple lines” are interpreted as "strings” tuned to
a limited bandwidth of frequencies. The ensemble of
strings act as resonators or active filters, as fnmusical
instruments.

Indced in the late 1960's. Campbelt and Robson
(1968) initially on the basis of psychophysical and
subsequently on the basis of neunrophysiological
experiments, developed the thesis that vision operates
harmonically much as does audition, except that the
visual systemn responds to spatial frequencles in the
Fourier transform of the visual stimulus.

There are four ctitical 1easons for-preferring an
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analysis by frequencies to that of line elementary
features: (n) Each ncuron in the visual cortex tesponds
to several fcatures of sensory input, and there is no
evidence that the different features are uniquely
represented by any single neuron, as would be required
ir'it acted as a featwre detector. For Instance, changes
In orientation, spatiat frequency, luminance, direction
and velocily of the stimulating input all can alter the
ontput of the neuron as gauged by ils axotial discharge.
(b) The form of the activily of the connection web of
such neurons, as gauged by their receptive field
configuration, can be accounted for by considering
thein as spatially and temporally constrained frequency
resonatots. (c) These resonators provide a potentialfy
ticher panoply for the perception of texture and
parallax than do feature detectors. (d) Perceplual
research has clearly shown that lines (and therefore
line defcctors) composing contours are Inadequate
clements with which to account for the pallern
recognilion in vision. (Sce Pribram 1991, Lectures 2
and 3 for dctails))

Harmonic analysis has also contributed to
neuwroscience bv ils explanation of our conscious
experiencing of images and objects. For instance, in
everv-day life we become consciously aware of a three-
dimensional acoustic image in stereophonic high
fidelity reproduction of music. We know the sources
of the sound to be tlie speakers, but we also know that
by adjusting the phase relationships between acoustic
waves generated by the speakers, we can move the
sound awav ftom the (wo sources, to in-between the
speakers and in front of them. Our ears and acouslic
nervous systems reconstiuct the sound to be perceived
in a lacation we know 1o be tncapable of producing
that sound.

What detcrmines this construction of a sound
fmage awav fromt its physical source? Bekesey's
ingenious expetiments (1960; 1967) with artificial
cochleas hold the answer. By lining up five vibrators
on one's forearm. Bekesey was able lo produce the
fecling of a single spot that could be moved up or down
by changing the phase of vibrations between lhe
vibrators. When a second attificial cochlea was plno_ed
ot the opposite forearm. the feeling of a spol could be
made to jump from one arin to the other. After a while -
the spol becomes “projected” out into the region
between and in front of the arms away from the
receptor sutface of the skin much as sound is projected
from 1wo stereophonic speakers. However, using two'
arms is not a necessary condition for perc;iving an



image away from the receplor surface. When phase
relations between stimulations (o two fingers are
adjusted, a spot can be projected outward from them.
One feels the paper on which one is writing at the tip
of one's pencil, not at the tip of the fingers holding it.
Harmonic interactions among vibration are the
necessary conditions for such perceptions.

Holographic and IHolonomic Processes in
the Brain

Philosophically more important (than Wiener's
power spectrum) is another mathematical creation
of Wiener, the "colhierency matrix," and this has a
curious history. It was entirely ignored in optics
until it was reinvented, almost sisnultaneously and
independently, by Dennis Gabor in England in
1955, and by Hideya Gamo in Japan in 1956
{Gabor 1981, p. 490)

In 1948 Dennis Gabor made the concept of
coherence the basis of a mmathematical theory aimed at
Improving the resolution of an image in electron
microscopy. Instead of forining photometric fimages,
which record intensities but destroy phase information,
the photographic film ought to record the interference
patterns of the light diffracted by the lissue 1o be
examined. Only in the early 1960's did the advent of
lasers provide the strong source of coherent light by
which the process could be realized. These hardwaie
realizations made it evident that images of the objects
that had initially diffracted the light could readily be
reconstnicled.

Gabor nained the record of interference pattetn a
hologram. A holographic process is constiucted of
interference patterns resulting from the intersection of
coherent wave fronts. As noted, it is the interference
nodes that are encoded as discrete coefficients and not
the wave per se that compose the formalism that
describes the hologram. :

Sensory systems perform a scrics ol operations
that combine 10 yield the Fourier transformation of the
input signal impinging on the retina (Gabor 1968;
Pribram 1991, p. 73). Not only audilory processing
but visual and somatic (skin, muscle and visgeral)
sensations are initially processed in the spectral
domain. As noted, processing Is accomplished in a
connection web at (he synapses among arborizations of
neurons. Some neurons have no axons and display no
nerve impulses.  Their function is primarily 1o
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influence the polarizations. They are most ofien found
in the hotizonial layets of neural tissue such as the
relina and cortex in which interference patierns
become constructed. This accounts for our
temembering disciete items after brain damage.
Sensory inpul must, in some form, probably aschanges
in the conformation of biomolecules at membrane
surfaces, become encoded into distribuled memory
traces (see Pribram 1971, Chapter 2; Pribram 1996;
and Jibu, Pribram and Yasue 1996). The biomolecules
would serve as a neural "holoscape” in the same way as
oxidized silver grains serve the photographic
hiologtam. A solid body of evidence has accumulated
that the auditory, somatosensory-motor, and visual
sysiems of the brain do, in fact, process input from the
senses in the spectral domain. (See Pribram 1991 and
DeValois and DeValois 1988 for a review of this
evidence.) ,

However, the pallerns in the connection web are
bounded by the anatomy of the neuronal branches. To
deal with them, It is necessary to partition the 5-
dimensional (2D spatial, 1D temnporal and 2D spectral)
space-tiine frequency hyperspace into Gabor's logons
(see Flanagan 1972 and Pribram 1991, pp. 28-32).

This is an aspect of harmonic analysis to which
first Wiener and then, more thoroughly, Dennis Gabor
conlributed, viz. the time-frequency restraint inherent
in anv complex signal, an aspect which is germane to
brain science. This is the restraint imposed by the
inequality:
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that links a function f to its Fourier transform i . In
engineering circles, it is spoken of as the time, band-
width relation.

Duting the 1970's these Gabor elementary
functions . for which Equation (1) becomes an
cquidity, (or Gabor wavelers, as they are now
coitunonly called), were extended into two spatial
dimensions and used to simulate the visual processing
in the cortex. As noted earlier, with the advent of
frequency analysis in studies of figural processing
pioneered by Schade (1956), Kabrisky (1966), and
Campbell and Robson (1968), ‘the term “spatial
frequency” known in optics became comimonplace in
the visual scicuces. Applying to spectral processing a
tcrm coined by Heimtich Hertz (1884/1936) to describe




dynamical systems subject to constraints. 1 called the
process described by Gabor as holonomic lo emphasize
that spectral processing in the nervous system is
constrained by the boundary conditions imposed by the
brain’s anatomy.

Three issues are raised by the holonomic theory:
1) Have receptive ficlds been shown to process input in
the space-time frequency hyperspace? 2) Have
receptive fields been shown to process the phase of
input? 3) And finally, as noted, Gabor used the same
mathematics as did Heisenberg and therefore called his
elementary functions “quanta of information.”
However, both Gabor and I noted that his formalism
does not entail processing at the Planck scale. Nor,
however, does the formalism preclude this. Thus, we
need to inquire what possibilities, il any, can be
delineated to show that quantum level processes can
occur in the brain.

The Spectral Domain

Issue No. 1. Regarding processing in the space-time
frequency hyperspace, my colleagues and I carried on
the following experiment:

The rat somatosentsory system was chosen for
convenience and because the relation between whisker
stimulation and central neural pathways has been
extensively studied (Armstrong-James 1995: Simons
1995). The whisker systein has the putative advantage
over the visual system that greater control over the
spatial - location of receptors can be exercised.
However, as noted by Simons (1993), *... In iis
function the whisker field may be more similar to a
continuous receplive sheet, like skin or retinh, than its
punciate anatomical structure might suggest.” (p. 268).
Also, at the cortex, there is a good deal of evidence
that the classical receptive field properties are altered
by extra-field stimulation (Paradisio, M.A.. Kim, W,
Nayak; S. (1996); Vidyasagar, T.R. & Hemry, G.H.
(1996).

Melhods: Whiskers were stimulated by means of
a set of rotating textured cylinders, each grooved with
equally spaced teeth, the tooth width and grooves
subtending equal angles. (The rotating cyvlinders were
meant to mhimic the drifiing of gratings across the
retinal receptors in vision.) Three cylinders (Zcm. In
diameter and 5 cin. in Jength) were used wilh grooves
and teeth each measuring 30 deg., 15 deg, and 7.5
deg., tespeclively (corresponding to 12, 21 and 48
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tectl/eylinder). These textures weie approximately the
same as the coarser of those used by Carvell and
Simons (1990). The cylinders were rotated at 8
ditfercnt speeds, varving from 22.5 deg/sec to 360
deg/scc.

The Topologv of the Functional Dendritic
Receptive Field: Maps were constructed of the number
of bursts or spikes per 100 seconds of stimulation
generated at each spectral location as determined by
the spatial and temporal parameters of an input.
According lo our assumption of the field/spike dual,
the actlivity above or below baseline which resulted
from whisker stimulation represenls a surface
distribution of local ficld potentials. Spatial
fiequencies arc scaled in terms of grooves per
revolution, while temporal frequencies are scaled in
terms of revolutions per second. Thus, the density of
stimulation of a whisker (or set of whiskers) is a
function of both the spacings of the cylinder grooves
and the speed with which the cylinder rotates (Figures
la and b, 2a and b and 3a and b). Because these
paraineters co-detennine the rate at which a whisker
(or set of whiskers) is flicked, an equal flick rate ought
to generate an equal number of spikes or multi-unit
bursts irrespective of whether the flicks are produced
by the spatial (texture) or the temporal (rotation speed)
stitnulus. Thus, if flick rate were critical, a cylinder
with 24 grooves rotating at one revolution per second
should generate an equal number of spikes and the
same surface distribution of local field potentials as a
cylinder with 12 grooves rotating at two revolulions
per second. This expectation was not fulfilted, perhaps
because a change in rotation speed results in a change
in acceleration of whisker deflection, which a change
in the spacing of grooves does not'. Thus, a three-
dimensional mapping of the surface distribution of
dendritic local field potentials is warranted, a
distribution which is, in fact, asynunetrical with
respect to its spatial and temporal axes. (See Figures
1.2, 3)

Simulation: In order to discern whether, indeed, our

“The burst rate during stinutlation is not synchronized to
whisker stinwlation: for example. when actual whisker stimulation is
occurting at about 3 stimulations per second, the burst rate is about 8
bursts per second. Our baselines were composites of 100 sec of pre-
and 100 sec of post-stimulation recordings. 1n a sepasate study (Xie,
M., Pribram, K., King, J. 1994) using the same baseline data, we
showed the spike trains 1o be stochastic (and, in longer runs,
stationary). not deterministically chaotic.
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data fit the requirements of signal processing theoty, a .
simulation of the procedute was executed. The first
stage of the sitmulation was to construct a putative map
of the surface distribution of fluctuating local field
potentials in patches of cortex. In order to provide a
pattern of peaks and valleys similar to that shown by
our data, we chose a rectangular window in the
spatiotemporal domain to constrain a two dimensional
sinusoidal signal, because when the extent of the signal
is pruned of noise, a rectangular region is obtained in
the results of experiments recorded from visnal cortical
neurons (Gaska, 1.Ps, Jacobson, L.D., Chen, H W,
and Pollen, D.A. 1994). In addition, the rectangular
windosw allows for maximumn resolution of frequencies
(Zeevi, Y.Y. & Daugman, J.G. 1981; Oppenheim,
A.V., and Schafer, R W. 1989). The use of such a
window generates a sinc function in the spectral
domain.

In our simulations, each plot shows the sutface
distribution of a spectral density function of a
rectangular windowed two-dimensional sinusoidal
signal. When, in other experitnents, only a single
frequency of stimulation is used, a spatial "conneclion”
matrix can be constructed from recordings made with
multiple electrode arrays to represent the data
(Barcala, L.A., Nicolelis, M.A.L., and Chapin. J K.
1993; Chapin, J.K., Markowitz, R.S., & Nicolelis,
M.AL. 1996; Nicolelis, M.A.L., Carsuwell, B,
Oliveira, L.M.O., Ghazanfar, A A., Chapin, J K, Lin,
R.C.S, Nelson, R J., & Kaas, J H. 1996; Ahissar, E.,
Alkon, G., Zacksenhouse, M., & Haidarlin, S. 1996;

‘McLaughlin, D.F., Sonty, R.V. & Juliano, S.L. 1996).
In our version of such a matrix, the surface distiibution
of local field potentials in a patch of cortical tissue can
be conceived to act as an "ideal” filter which processcs
incoming signals. This ideal filter when activated
generates a sinc function which is defined as:

sinc(m)=ii—"—((—°—)

(2)

for all values of the spectrum that activate the filter
(Kamen 1990).

As we used two parameters of stimulation, spatial
and temporal frequency, the sinc function becomes two
dimensional as follows:

(3)

Flw, w,) = 4 sin c(w,)sin c(w,)
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for all values within the range of values specified for
(2) above, and where w, and w, correspond to the
representation of spatial and temporal friequency in the
computational space.

In simulating our data, the sinc function must,
therefore, be defined for a range of stimulus
paramelers within a computational space in which an
incoming signal is processed. Each signal generates a
sinc function within that space, the peak of which will
be located at some given temporal and spatial value.
Therefore, the actual sinc function generated by each
two-dimensional signal will be displaced from the
origin of the compulational space by the difference
between the spectral frequencies which define the
computational space and the actual frequencies
generated by the incoming signal. The sinc function
produced by the incoming signal will thus be defined
by:

Flw, 63,) = A sin c(w, - Wy,) sin ¢ (W, - W) (4)
where 4 is a scaling conslant, w, and w, are spalial
and tempozral frequencies of the computational space,
and w, and w, are the spatial and temporal
frequencies of the signal.

Systematically changing the parameters of
stimulation. therefore, serves to systematically "move"
the sinc function generated by the incoming signal
within the computational space in which the signal is
processed. ,

The second stage of the simulation adds another
axis 10 the computational sghce by taking a limited
samiple of the sinc function using a Gaussian
function. Convergence of visual input fibers onto the
Iateral geniculate nucleus has made it possible to
conceive of each geniculate cell as acting as a
“pecphole” sampling a pait of the retinal mosaic
(Pribram, K1, 1991, p. 74; Hashemiyoon, R. &
Chapin. J. 1996). In the somatosensory modality, a
similar convergence onto the principle nucleus of the
trigeminal nerve in the brain stem makes It possible to
conslder the cells In the ascending trigetninal patliway
as sampling the mystacial mosaic. The Gaussian
represents such a sample, a peephole, and has the
advantage that its Fourier transfonn is also a Gaussian
and thus can be readily applied to the spectral domain.
When this saple represents the output. of a single
neuron it is limited by the spatial extent of the local
ficld potentials fluctuating among that neuron's
dendrites.  When a surface distribution is modeled
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from multi-unit bursts, the spatial constraint is
assumed to portray a greater reach. Sampling, which
manifests as a point process, Is perforined by the
generative activity of the axon hillock, which, due to
the upper and lower temporal limits of spike
generation, functions as a bandpass filter. This filter
is multiplied with the sinc function to yicld a display of
the surface distribution.

Figures 1c and d. 2c and d and 3c and d depict
distribution and contour maps desived from these
simulations. Note the close fit to the experimentally
derived surface distributions and contours shown in the
difference manifolds of Figures le and f, 2e and [, and
3eand f. Slatistical analyses are presented in Table 1.
A total of 48 surface distributions were experimentally
generated. Of those three were essentially flat. Of the,
remaining 43. we simulated six; all but two of the
remaining 39 have a shape that can be seen lo be
successfully simulatible with the technique described.

The surface distributions derived from our data are
constrained by two orthogonal dimensions: one
dimension reflects the spatial frequency of the stimulus
and the other its temporal frequency. Thus, our Gabor
functions are three-dimensional rathier than five-
dimensional since only one spatial dimension was used
to stimnulate the whiskers. In a subsequent experitnent,
we used a two dimensional spatial input, that is, we
used grooved discs presented at varjous orientations.
We are currently exploring possible visual and

-algebraic representations of the resulting five (2
spatial, 1 temporal. and 2 spectral) dimensional
hyperspaces. Because spatial and temporal variables
constrain the spectral response, a Gabor-like (Gabor
1946) rather than a simple Fourier (spectral)
representation describes our results. The Gabor-like
representations (2D spatial, 1D temporal and 2D
spectral), which are in a class of five dimensional
informational hyperspaces portrayed by Jacobi delta
functions, or by Hermite polynomials such as Wigner
distributions (reviewed by Pribram,1991) have in
cominon a distributed processing topology. Chapin
and Nicolelis (Chapin, J.K. and Nicolelis. M A L.
1995) tested this distributed characteristic using a
principal component analysis of multi-unit recording.
They found that adding tore units enhanced
separability of factors but did not add any new factors.
Their evidence supported the conception thal the
functioning of the somatosensory systemn (even in the
thalamus) becomes distributed:  Thus, in their
experiments, as in ours, the surface distributions of
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ficld potentials obtained fiom recordings made from
the somatosensory cortex appear to be similar to those
demonstrated in the primary visual cortex (Daugman
1990: Pollen & Taylor 1974; Pribram & Carlton 1986;
Pollen & Gaska 1996). This suggests that such a
processing medium is ubiquilous in cortical networks.

Gabor
Quantization of
Processing

Elementary Functions: The
Brain Information

During the 1970's it became apparent that Gabor's
notation applied to the cerebral cortical aspect of
sensory processing. The most elegant work was done
with regards to the visual system. A recent review by
Tai Singe Lee (1996) in the IEE casts these advances
in terms of 2D Gabor wavelels and indicates the
impottance of constraining frames (such as orientation
selectivity) and specifies the phase space sampling
schemes nceded for image reconstruction. For the
monkey, the physiological evidence indicates that the
sampling densily of the visual cortical receptive fields
for orientation and frequency provides a tight frame
represeniation through oversampling. Lee develops
his evidence as follows:

On the theoretical side, {the} important insight . .
. advanced by Marcelja [1980] and Daugman
(1980:1983}, [is] that simple cells in the visual
cortex can be modeled by Gabor functions [can be
used as a starting point for developing a theory of
efficient rcconstruction of an image. The 2D
Gabor functions proposed by Daugman are local
spatiat bandpass filters that achieve the theoretical
limit for conjoint resolution of information in the
2D spatial and 2D Fourier domains.

Gabor [1946] showed that there exists a “quantum
principle” for information: the conjoint time-
fiequency domain for 11) signals must necessarily
be quantized so that no signal or filter can occupy
less than a certain minimal area in it. This
minimal area, which reflects the inevitable trade-
off belween time 1esolution and frequency
resolution. has a lower bound in their product,
analogous to Heisenberg’s uncertainty principlein
physics. He discovered that Gaussian-modulated
complex exponentials provide the best trade-off,
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The original Gabor elemeniary functions, in the
forin proposed by Gabor [1946], are generated
with a fixed Gaussian while the frequency of the
modulating wave varies. These are equivalent to
a family of “canonical” coherent states generated
" by the Weyl-Heisenberg group. . . . A signal can
be encoded by its projection onto these elementary
functions. This decomposition is equivalent to the
Gaussian-windowed Fourier transform.

Daugman [1980;19835) generalized the Gabor
function to the following 2D form to mode! the
teceptive fields of the orientation-selective simple
cells. The 2D Gabor function is a product of an
elliptical Gaussian and a complex plane wave.

The careful mapping of the receptive fields of the

simple cells by Jones and Palmer [1987]
confirmed the validity of this model
Maithematically, the 2D Gabor function achicves
the resolution limit in the conjoint space only in
its complex form. Since a complex-valued 21
Gabor funclion contains in quadrature projection
an even-symmetric cosine cormnponent and an odd-
symmetric sine component, Pollen and Ranner’s
[1981] finding that simple cells exist in
quadrature-phase pairs therefore showed that the
design of the cells might indeed be optimal. The
fact that the visual cortical cell has evolved to an
oplimal design for information encoding has
caused a considerable amount of excitement not
only in the neuroscience community but in the
computer science community as well. Gabor
filters, rediscovered and generalized 1o 2D, are
now being used extensively in various computer
vision applications [Bovik, Clark & Geisler 1990,
Lee, Mumford & Yuille 1992].

Recent neurophysiological evidence |DeValois &
DeValois 1988] suggests that the spatial structure
of the receptive fields of siinple ceils having
different sizes is virtually invariant. Daugman
{1993} and others [Bovik, Clark & Geisler 1990;
Porat & Zeevi 1988) have proposed that an
ensemble of sinple cells is best modeled as a
family of 2D Gabor wavelets sampling the
frequency domain in a log-polar manner. This
class is equivalent to a family of affine cohercnt
stales generated by the affine group. The
decomposition of an image f inlo these siates is
called the waveler transform of the image . .. . A
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pasticular Gabor elementary function can be used
as the mother wavelet to generate a whole family
of Gabor wavelets.

[However,) many questions, originally posed by
Daugman [1985], aboul how the degrees-of-
freedom which create the “coding budget” in the
visual cortex are allocated and constrained, such
as the trade-ofT between orientation sampling and
spatial smmnpling, have remained unanswered. We
here address and propose answers to those

- question.

In this paper, we first derive a class of 2D Gabor
wavelets, with their parameters properly
constiained by neurophysiological data on simple
cells and by the wavelet theory. We extend

Daubechies’ completeness criteria on 1D wavelets

to 2D and apply such criteria to study the
physiologically  relevant family of 2D Gabor
wavelets. By numerically computing the frame
bounds for this family of wavelets in different
phase space sampling schemes, we elucidate the
conditions under which they form a tight frame.
We find that the phase space sampling density
provided by the simple cells in the primary visual
cortex is sufficient to form an alinost tight frame
that allows stable reconstruction of the image by
linear superposition of the Gabor wavelets with
their own projection coefficients, and provides
representation of high resolution images using
coarse neuronal responses. Finally, we
demonstrate these theoretical insights with results
fiom image reconslruction experiments.

Lee, 1996, pp. 1-2

Running his simulations, Lee came up with a

surprising conclusion:

Physiological data suggest that the cortical
sampling  density is far greater than the
parsimonious sampling density required for
complete representation.  In fact, it is dense

“enough to forin a tight frame within a three to five

octaves frequency band al each eccentricity,
providing an over-complete and redundant
representation of the retinal fiage within that
fiequency band. We have demonstrated there are
at least (wo advantages to such a redundant



representation: first, an finage can be represented
and easily reconstructed as a linear supcrposition
of the receptive field structures of the simple cells
weighed by their firing rates. second, high
precision information can be compulted and stored
by a population of fow-precision neurons. (p. 12)

The results . . . show that two or three orientations
are sufficient for complete representation of the
image. Why, then, does the brain construct atight
frame? . . . Could the redundancy provided by a
tight frame reduce the *“resolution burden” of the
cortical cells? Suppose a neuron’s firing rate is
limited in resolution, probably to three bits or four

bits. (p. 11)

In fact, temporal coding carried in the spike train
of a single neuron is more oflen 4 a bit or less
(Richmond & Opticon 1987). Finally, from Lee:

... the visual cortex is primarily concerncd with
extracting and computing perceptual information
such as segmenting a scene [Lamme 1995; Lec,
Mumford & Schiller 1995; lLee, Lamme &
Mumford (Unpublished)), rather than re-
presenting simply the retinal ifimage. The
[receptive fields in} simple cells, modeled by
Gabor wavelets, with the redundancy provided by
a tight frame, facilitate these computations by
providing an ideal medium for representing
surface texture and surface boundary with high

resolution. (p. 12)

We observed that even with such a coarse
sampling density of (he phase space, the original
image can be reasonably reconstructed. The
degradation of the image representation is graceful
with the decrease In the resolution of the
representational elements.

Evidence on Phase Encoding

Issue No. 2. Regarding the processing of the phase of
the input by the sensory cortex, DeValois and
DeValois (1988) have reviewed their own extensive
work and that of others on the encoding of spatial
phase regarding spatial localization (ibid. Chapter 8.
p. 239). As they indicate, both absolute and relative
temporal phase are unimpottant in single channel
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audition. However, as shown by Bekesey, the spalial
stcrco clffects of two or more chaunels and the
projection of the sound image away from the sound
source are accomplished by adjustinents of the relative
spatial phase among these sources. In addition, 1
wonder if our appreciation of the difference in a
petformance by a master pianist and an extremely
proficient student may not hinge on just such a phase
encoding process. The situation is similar for vision.
Relative phase between a particular frequency and its
double and triple’plays a significant role in pattern
processing such .as vernier sharpening of
discrimination of textures and binocular depth
perception. For the most part, relative phase among
low (1-3 cvcles for degree) fiequencies is responsible.

In addition to spatial phase, there is a temporal
phasc among temporal frequencies that deterinine
directional processes in vision. When bidirectional
inputs are out of phase with cach other (relative phase)
by a quarter cvele in both space and time they can
create unidirectional outpuls (see e.g. Walson &
Ahumada 1983). As noted, relative spatial phase is
due to spatial disparaties among low spatial inputs to
frequency cortical cells. Spatial quadriture (quarter
cycledisparaties) among neighboring cortical cells was
dcmonstrated by Pollen and Ronner (1981). Temporal
quadriture has also been described, beginning in cells
of the lateral geniculate nucleus and persisting at the
cortical level  Again it is the low frequencies that code
the phase lags and leads. lmportant was the finding
that reversal of the preferred direction occurred above
4 Hz as the phase difference reached a half cycle. -
Dramatic reversals were avoided because the averaged
lagged response was inuch weaker than the averaged
non-lagged response. (Saul & Humphrey 1992) These

“relalive phase effects at low temporal frequencies are
properlics of the same cells (X or “simple” cells,
Pribram. Lassonde & Ptitto 1981) that encode relative
spatial phase.

Moie needs to be done to determine the conditions
under which phase encoding becomes useful. Phase
encoding is now being examined in the somatosensory
corlex using simullaneous recording from two or more
clectrodes. Of special inlerest are the conditions under
which the computations in phase space remain linear
and under what conditions non-linearities prevail
(Kyriazi & Simons 1993).

' The neurophysiological community has come to
terms with the distributed nature of what can be
conceptualized as the “deep structure” of cortical
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processing (Pribrain 1997). The accepted view is thal
distribution entails the necessity of binding together
the disparate sites of processing. Binding needs to be
accomplished by temporal synchronization of spatially
distinct oscillating neural processes. But as seen from
the quotation above, sparse sampling of the neural
phase space is all that is required. Taken together with
the finding that each receptive field in the sensory
cortex is selective of a variety of sensory dimensions,
binding as such becomes unnecessary. Rather, a
spatial patiern involving an ensemble of neurons can
select a currently appropriate combination from the
more or less haphazardly conceived varicty of available
dimensions.

The emphasis has been that under the conditions
which produce binding, no phase lead or lag is present.
If, however, ensemble coding is the rule, phase can
become important. In fact, Saul and Humphrey (1990,
1992) have found cells that produce phase Jead and
phase lag in the cortical processing iniliated by them.
In the somatosensory system Simons and his group
(1993), analyzed'the timing of the thalamocortical
process to show how it enhances “preferred” features
and dampens “non-preferred” ones -- that is, it
sharpens sensory discrimination. The process thus can
act as_a frame that “captures” relevant features of
combination of features. These resulls give promise to
Gabor’s prediction that we might find the solution to
sensory (image) processing in the formalisin, and
perhaps even in the neural implementation of quantum
infornation processing.

The Quantum Level

Issue No. 3. The picture becomes even more
complicated when we consider the spines that extend
perpendicularly from the dendritic fiber, hairlike
structures (cilia) onto which axon branches, the
teledendrons, terminate. Each spine consists of a
bulbous synaptic head and a narrow stalk which
connects the head to the dendritic fiber.  Thus,
synaptic depolarizations and hypeipolarizations
become relatively isolated from the dendritic fiber
because of the high resistance to the spread of
polarization posed by the narrowness of the spine stalk.
It appears, therefore, "that there is an isolation of the
aclivity at a given site front the ongoing activity in the
rest of the cell . . Part of the strategy of the
functional organization of a neuron is to restrict
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synaptic sites and action polential sites to different
parts of the neuron and link them together with passive
electronic  spread.” (Shepherd 1988, p.137)
Furthermore, “it has been shown that synaptic
polarization in a spine head can spread passively with
only modest decrement into a neighboring spine head.”
{Shepherd et al. 1985, p. 2192.) Thus, spine head
polarizations passively spread to interact with each
other via extra- as well as via the intracellular cable
properties of dendrites. The interactions among spine
otiginated dendritic potentials (that need to become
effective at the cell's axon) thus depend on a process
which is "discontinuous and resembles in this respect
the saliatory conduction that takes place from node to
node in myelinated nerve.” (Shepherd et al. 1985, p.
2193)  The intracellular spread of dendritic
polarizations can be accounted for by microtubular
stiuctures that act as wave guides and provide
additional surface upon which the polarizations can
act. (Hameroff 1987, Penrose 1994.) The extra
neuronal spread may be aided by a similar process
taking place in the glia which show a tremendous
increase in the metabolism of RNA when excited by
the neurons which they envelope (Hyden 1965). But
these mechanisms, by themselves, do not account for
the initial relative isolation of the spine head
polarizations, nor the related saltatory aspects of the
process. ‘

To account for these properties we turn to the
dendsitic membrane and its immediate surround.
Dendritic membraunes arc composed of two oppositely
oriented phospholipid molecules. The interior of the
membrane is hydrophobic as it forimed by “lipids
which form a Nuid matrix within which protein
molccules are embedded -- the lipids can move
laterally at rales of 2mu/sec; protein molecules move
about 40 times more slowly (50 nm/sec or 3
mum/min)" (Shepherd 1988, p. 44). Some of the
intrinsic inembrane proteins provide channels for lon
movement across the membrane,

The outer layer of the membrane "fairly bristles
with carbohydrate molecules attached to the membrane
protein molecules: glycoproteins. The carbohydrate
may constitute 95 percent of these molecules [which
form a| long-branching structure [that resembies] a
long test tube brush, or a centipdde wiggling its way

o lhrough the extracellular space. I attracts water,
imparting a spongy turpor to the extracellular space”
(Shepherd 1988, pp. 45-46).

On the basis of these considerations, Jibu, Hagen,.
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Yasue and | propose that a perimembranous process
occurs within dendritic compartments during which
boson condensation produces a dynamically ordered
state in water. This proposal originates in the work of
Umezawa and his collaborators Ricciardi. Takahashi
and Stuant. We have gone on lo speculate that as each
pattern of signals exciting the dendritic arborization
produces a macroscopic, ionically produced change of
the charge distribution In the dendritic network, it
triggers a spontaneous symunetry bicaking of a
radiation field ( a boson condensation) altering the
water molecular field in the immediately adjacent
perimembranous reglon. A macroscopic domain of
the dymamically ordered structure of water is created in
which the electric dipole density is aligned in one and
the same direction. It is this domain of dynamically
ordered water that Is postulated (o provide the physical
substrate of the interactions among polarizations
occurring in dendritic spines.

Otdered Dvpatics in Perimembianous Resion of
Dendritic Membranes. Our principal concern is to
account for the existence of distributed patterns of
activity in dendritic arborizations by proposing a role
for the extracellular fluid outside dendrites. These
distributed patterns serve as an ideal subsirate for
experienced perceptual aswareness and subsequent
storage of that experience. Especially. we focus on the
dynamically ordered structnre of water in the
perimembranous region fmediately adjacent to the
dendritic membrane.  Detailed analysis of the
dyunamically ordered structute, meaning here a certain
systematic pattern of dynamics of water in the
perimembranous region, requires a fundamental
theoretical framework, because thermal Ructuation and
dissipation of water molecules in the perimembranous
region are 10° as small as (hat of bulk water. It isa
quasi-two-dimensional region far from thermal
equilibriumm, and the conventional theoretical
framework of statistical physics can no longer be
applied. We have to rely on a more fundamental
theoretical framework of physics to investigate the
dynamically ordered structure of perimembranous
water.

Furthernore, the physical substrates taking partin
the ordered dynamics would not be restricted to matter
composed of atoms and molecules. [t is most plausible
that the radiation field (i.e. the field of photons: the
electromagnetic field) plays an important role in
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tealizing the dynamically ordered structure in the
perimembranous region. Therefore, we will take into
account not only the extracellular fluid but also the
radiation field as physical substrates for the ordered
dynamics. As the extraccllular fluid is essentially
waler cantaining several kinds of jons, it is natural 1o
regard the perimembranous region as a quasi-two-
dimensional array of water molecules with “lmpurity™
(i.e. ions) overlaying the outer surface of dendritic
membranes. The, the dynamically ordered structure of
water may be easily illustraled as a systematic pattern
of dynamics of water molecules. Indeed, several
authors developed physical theories of waler
manifesting ordered dynamics. However, the radiation
field has been regarded (o play only secondary roles.
But, as will be shown below, it binds water molecules
dynamically with each other as a gauge field, and
coherent emission of photons (i.e. energy quanta of
radiation field) follows the ordered dynamics of water
moleccules. :

In our present investigation of the dynamically
ordered structure in the perimembranous region, we
show that the radiation field plays not only secondary
roles but a principal role as an ideal substrate
accounting for the distributed saltatory.aspects of
dendritic processing. In other words, the radiation
field manifests two distinct modes; a normal wave
mode with real wave number and an evanescent wave
mode with imaginary wave number. The former is
essentially the well-known part of the radiation field
binding water molecules dynamically with each other,
making up the dynamically ordered structure of water.
The latter is the damping part of the radiation field
corresponding to a leak field which can be usually
neglected in the case of bulk water but certainly not in
the present case of a thin layer of water in the
perimembranous‘region.

Superconductive Properties. In the body of the
presentation (Jibu et. al 1996) from which this is an
excerpt. we have shown that the high-temperature
boson condensates of evanescent photons in the
perimembranous region immediately adjacent to the
dendritic mewmbranes can be understood as a
description of distributed saltatory processing in
dendritic arborizations manifesting nontocality. The
dynamically ordered structure of water in‘lhe
perimembranous region realized by the spontancous
synunetry breaking mechanism eusures the existence
of such boson condensates.  As those boson




condensates of evanescent photons are directly relaled
to the quantum dynamics of the radiation field, certain
superconducting phenomena could take place there.
Indeed, the longitudinal mode of the radiation field
plays the role of the order parametcr characterizing the
macroscopic dynamics of superconducting edia,
because it is locked to the phase of any matter ficld
with electric charge through the gauge transformation.

Recall that the dendritic membrane is composed of
two oppositely oriented phospholipid molecules. Thus,
not only does the ouler layer provide for hydrophitic
extracellular processing, but the inner layer also imakes
possible an ordered water medium within the dendrites
(and their spines).

Consequently, we can expect that, within the patch
(or compartment) of a dendrite (including its spines)
that falls within the coherence length of the ordered
water, a couple of outer and inner perimembranous
regions separated by a thin layer of cell membrane
form an Josephson junction, that is, a sandwich-
structured junction of two superconducting regions
weakly coupled with each other through the membrane
of means of quantum tunneling mechanisim. The
Josephson junction is a well-investigaled
superconducting device which is revealed to maintain
specific superconducting phenostiena called Josephson
effects. The existence of Josephson effects in general
biological cells had been suggestied theoretically and
several positive experimental evidence were reported.
There, however, emphasis is put mainly on the
extraordinary sensitivity of the superconducting
current across the Josephson junction (i.e. Josephson
current) to the imposed magunetic field. Such a
maguetic Josephson effect can be ait important clue as
not only an indirect evidence of the existence of the
high-temperature boson condensate but also a possible
mechanisin explaining the high sensitivity of the brain
to the weak magnetic field. Besides the magnetic
Josephison effect we have another one typical for the
Josephone junction; that is, an eleciric Joscphson
effect. The latter plays an important role in realizing
the nonlinear network of superconducting current
among the brain cells as can be seen as follows:

Let us focus on a domain of the dendritic
membrane smaller than the coherence length /, in
which the sandwich-structured Josephson junction is
realized in terins of the boson condensates of
evanescent photons in the perimemnbranous regions
owtside and inside the membrane. The electric
potential difference U = U between the outer and

inner surfaces of the membrane can be thought of as
the voltage across the Josephine junction. Then, the
standard guanium field theosetical treatment of the
clectric Josephson effect yields that the Josephson
current induced by the voltage Uyt) is given by

J(1) = J,,sin(ﬂu + %L’U(’)d‘)- C(5)

where J,, 6,and q are certain constants (Yasue 1978).
The circuil equation for the Josephson junction is
therefore given by

du(1)
C—T: = - J(1), (6)

where C stands for the capacitance parameter of the
membrane. Introducing a new variable

I = g_ !
W)= 4+ 2 Uls)ds, 0]
we can rewrite the above equation as follows:

14
‘___(Q = - iﬁ—sinﬂ’(l). (8)

di? Ch

This is a nonlinear differential equation of the same
form as the classical equation of motion for the.
physical pendulum, and has an oscillatory solution IV
= (1) represented implicitly by the elliptic function.
Correspondingly, the membrane electric polential
dilTerence Uir) manifests a self-excited oscillation Uft)

B characteristic 1o the Josephson junction.

This is called the Josephson oscillation.

As there are extremely many Josephson junctions
in the to1ality of perimembranous regions among the
brain cells, we tan think of a huge nonlinear network
of superconducting currents across the Josephson
junctions among the brain cells. We can expect that a
considerable number of synchronized Josephson
oscillations would result in realizing the macroscopic
electric  potential oscillations measured by
microclectrode recordings of sensory activated
dendritic ficlds. The fact that the Josephson oscillation
is extraordinarily sensitive to the maguetic field
imposed on the Josephson junction might explain the
experimental finding that the human brain can be



influenced by small variations of the Earth’s magnetic
field.

Memorv. Before closing our speculalions on boson
condensatle of evanescent photons in the
perimembranous region immediately adjacent to the
dendritic membranes, it is worthwhile to delineate
possible transformation of the distributed saliatory
dendritic process into storage. The crucial point is the
existence of “impurity”, that is. ions inthe dynamically
ordered structure of water in the perimcmbranous
region. Among several kinds of ions typical for the
extracellular and intracellular fluid are Na*. K. Ca®",
Cl, etc. The effect of the presence of such ions in the
dynamically ordered structure of water is clear: There
are three types of ions. that is, M-ions, C-ions and B-
ions. This classification is made upon the efTect of the
ion on the dynamically order structure of water.
However, the effect of an ion on water molccules is
essentially due to the clectromagnetic interaction of
Coulomb type, and so its strength depends highly on
the distance between each waler molecule and the ion
in question.

The above classification. therefote, can be
regarded also as a classification upon the size of the
fon: fons whose radius is smaller than that of the water
molecule are M-ions, and they do not distuib the
dynamically order structure of waler. Na‘® and Ca®
ions are M-ions. Those whose radius is approximately
the same as that of the water molecule are C-ions. and
they play the role of water molecules in realizing the
dynamically ordered structure of water. In other
words, C-ions can be mixed with water molecules in
the dynamically ordered state. K® ion is a C-ion.
Those whose radius is larger than that of the water
molecule are B-ions, and they disturb the dynamically
ordered structure of water considerably. If there are B-
ions in the perimembranous region. then the system of
the radiation field and water molecules will suffer from
dynamical disorder and so the dynamically otdered
structure of water manifests defects. Cl ion isa B-ion.

Recalling the fact that K' jons and Na" ions show
higher populations inside and outside the brain cell.
respectively, the normal ionic enviromment of the
cytoplasm and extracellular fluid might not distuib the
dynamically ordered structure of water in the
perilnembranous region immediately adjacent to the
cell membrane. However, CI' ions disintegrated from
the anesthetic molecules can be thought to make many
defects in the dynamically ordeted structure of water,
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and conscquently the patient loses consciousness
during general ancsthesia. .

We consider the normal environment in which we
have only M-ions and C-ions in the perimembranous
region. There. the dvnaniically ordered structure of
waler is maintained by the spontaneous symmetry
breaking  mechanism. Both the *“apparent”
dynamically ordered structure of water and the
“evanescent” one of the boson condensate of
evanescent photons play a role in the distributed
saltatory processing occurring in dendritic arbors.
However, it seemns evident that the brain can stabilize
the process over iterations that associate current input
signals with the residuals remaining form prior inputs.
For completing our quantum field theoretical approach
we have lo describe the possible mechanism of
stabilizing the dvnamically order structure of water
and the boson condensate of evanescent photons in the
perimembranous region inunediately adjacent to the
membrane.

it has becn shown theoretically that the boson
condensate of cvanescent photons can be coated
sclectively by speciflic molecules and ions (Del
Giudice. Doglia. Milani & Vitiello 1985; Del Giudice,
Doglia. Milani. Smith & Vitiello 1989; Del Giudice,
Doglia. Milani & Vitiello 1986). Such a molecular
coating makes the dvnamically ordered structure much
more stable. and as a result the physical substrate for
memory can bc created.  Namely, the more the
dvnamically ordered structure of water and the boson
condensate of cvanescent photons is molecular coated,
the more it is made stable. The transformation
mechanism of processing an input of signals into
memory can be thus aided by the molecular coating of
the dvnamically ordered structure of water and the
boson condcnsate of cvanescent photons. Actually it
has been reported that the distsibuted pattern of such a
niolecular coating has been observed in the cerebellum
of rats (Makazawa. Mikawa, Hashikawa & lto 1995).

Evidence that. indeed, patches of dendritic
membrane becomic the site of emory storage coines
from the work of Danicl Alkon and his associates
(Alkon. D L. & Rasmussen, H. 1988). Alkon has
shown that focal interactions among neighboring
spines are responsible for the learning induced changes
that give risc to classical conditional responses. The
interaction between adjacent spine heads, as noted by
Shepherd (1988), must proceed to a considerable
extent extracclinbuly becanse of the high internal
electric  resistance of the narrow  spine  necks.
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According to Alkon, the interaction is conminunicated
intracellularly to the cell body which, in turn,
generates factors that return to the site of the
interaction and “hard wire” it.

The intracellular processes are triggered by a
reduction in K* ion flaw (which results only when the
conditional and unconditional stimuli are paired).
This reduction lasts for many days. '“The jon flow
changes seem to result from the movement of the
calcium-sensitive enzyme {Protein Kinase C) PKC. In
response to the changes in calcium-ion concentration
and in another second messenger, diacyl glycerol, thal
accompany the association of temporally rclated
sensory stimuli, PKC moves from the cell cytoplasm to
the cell membrane, where it reduces K* ion flow”
(Alkon 1989).

The protein target of the PKC enzyme is the GAP-
binding protein that appears to be involved in
regulating ion channels. “This 20 kilodalton protein
may serve functions in the context of learning that are
analogous to the functions [that] so-called G proteins
assume in developmental and oncogenetic contexts.”

A second enzyme, another calcium activaled
kinase known as CAM Kinase 11 also phosphorulales
the 20 kilodalton protein target. This enzyme is
concenirated at postsynaplic sites (including those on
spine heads) throughout cortical dendritic trees.

~ The induction by these enzyines of changes in the
cellular quantity _ of 20 kilodalton proteins is
accompanied by increases in the synthesis of a number
of species of mRNA. One of the species actually
corresponds to the 20 kilodalton protein.

Both the extracellular and the dromic and
antidromic intracellular processes need a physical
substrate, a medium, within which 10 accomplish the
molecular transformations that lead to reduction of K~
ion flow that accompanies conditioning.  The
extracellular spongy turpor produced by glycoproleins
provides the necessary structure for holding
perilnembranous order waler to which ions can adherc.

Internally, the dynamically ordered water can
provide the substrate for dromic and antidromic
superconductivity in the dendrilic compartment
activated by the temporal association of a condilional
with an unconditional input signal.

Dynamically ordered water can also aid memory
retrieval. One a physical substate is formed in the
perimembranous regions as a macroscopic domain of
the dynamically ordered structure of water, we can
make use of the emergence of Goldslone bosons as i
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physical process involved in conscious memory
retrieval, as originally proposed by Riciardi and
Umezawa (Umezawa 1993) and Stuarnt, Takahashi and
Umezawa (1978; 1979). Namely, when the system of
the radiation field and the water malecular field suffers
from cven a weak perturbation due to a change of the
charge distribution in the dendritic membranes
induced by an external stimulus of a nature similar to
that used in the perceptual process, the Goldstone
bosons characteristic to the doinain of the dynamically
ordered state corresponding to the physical substrate
for the delayed input-oulput processing that makes
awareness passible. The phiysical process of conscious
memory retrieval is postulated to be mediated by the
Golstone bosans (i.c. long-range corelation waves)
with alimost no energy requirement. The Goldstone
bosons play a role in the replication o the original
external stimulus. 1In this way, the existence of
memory jn terims of the domain structure of the
dynamically ordered states of the system of the
radiation field and the water molecular field can give
rise, asin the initial processing of the stimulus, to the
delay in processing that is coordmalc with conscious
experience.
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Figure Captions

Figures 1, 2, 3. Examples of local field surface
distributions (1a, 2a, 3a) and their associated contour
maps (Ib, 2b, 3b) derived by cubic interpolation
(spline) procedure froin recorded whisker stimulation.
The contour map was abstracted from the surface
distribution by plotting conltours in terms of equal
numbers of bursts per recording interval (100 secs.).
Each figure shows baseline aclivity (no whisker
stimulation) at a given electrode location as a plane
located in terms of number of bursts per 100 secs. The
x axis represents temporal fiequency (T.F.) in
revolutions per seconds (RPS). The y axis represents
spatial frequency (S.F.) in terms of the number of
ficks per revolution (Flicks/R). Figures lc, 2c and 3¢
are examples of simulated susface distributions of local
field potentials and their associated contour maps (1d,
2d, 3d) to be compared with the empirically derived
maps presented in Figures lJa& b, 2a & b,and 3a & b.
Figures le and f, 2e and f, and 3e and [ show the
difference between the surface distributions apped
from the data and those mapped from the simulations.
Note that the coordinates of the difference maps range
from 0 upward while those of the surface distributions
mapped from data and simulations range from a much
higher level upward.
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Table 1

579.5

Actual 955.6 703 .8 113 68
Bursts '

Simulation 625.7 955.5 746.7 1039
Bursts

Difference 52.63 45.85

Actual
Bursts

Simulation
Bursts

2339

Difference

Actual S37.9 68.79
Bursts
Simulation 4174 755.8 5052 80.74
Bursts
Difference 0.05 154.9 60.8 39.35

Table 1. Descriptive statistics from empirically derived (actual) and simulated surface
distributions and accompanying difference distributions for Figures 1. 2 & 3. Note, in the figures,
that the greatest differences between experimentally derived and simulated surface distributions

occur due to slight differences in the placement of the peaks between the two.
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